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Abstract— We formulate a Markov potential game with
final-time reach-avoid objectives by integrating potential game
theory with stochastic reach-avoid control. Our focus is on
multi-player trajectory planning where players maximize the
same multi-player reach-avoid objective: the probability of
all participants reaching their designated target states by
a specified time, while avoiding collisions with one another.
Existing approaches require centralized computation of actions
via a global policy, which may have prohibitively expensive
communication costs. Instead, we focus on approximations of
the global policy via local state feedback policies. First, we
adapt the recursive single player reach-avoid value iteration
to the multi-player framework with local policies, and show
that the same recursion holds on the joint state space. To find
each player’s optimal local policy, the multi-player reach-avoid
value function is projected from the joint state to the local
state using the other players’ occupancy measures. Then, we
propose an iterative best response scheme for the multi-player
value iteration to converge to a pure Nash equilibrium. We
demonstrate the utility of our approach in finding collision-
free policies for multi-player motion planning in simulation.

I. INTRODUCTION

As advanced air mobility systems become a reality, the ex-
pectation for air mobility’s operation scale and vehicle sizes
will change significantly, creating potentially unprecedented
traffic flows within more confined air spaces [1], [2]. Aerial
collisions can have catastrophic impacts [3]. As a result,
existing air traffic management prioritizes individual vehicle
safety during operation, and often rely on human operators to
certify and minimize vehicle encounters in dense air spaces
such as take-off and landing zones [4]. Although trained
human operators are irreplaceable for making time-critical
decisions for air space encounters, their mental limitations
makes them a bottleneck in increasing the traffic throughput
of future mobility systems.

To overcome these limitations posed by human operators,
we propose a safety-prioritized, multi-player routing model
using a Markov Decision Process (MDP) that may eventu-
ally support tactical time routing in advanced air mobility
systems. We aim to overcome a key challenge with routing
game-type models for ground-based mobility systems: the
lack of accountability for individual vehicle’s safety proba-
bility over a finite time horizon. For ground mobility systems,
individual vehicles rely on their on-board pilots (humans or
autonomous) to ensure individual safety during operation.
While this makes sense for ground-based transportation
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systems where individual vehicles have sufficient maneu-
verability and local observability, aerial and spatial vehicles
have more constrained observability and maneuverability.
Therefore, we seek a mathematical model in which individual
safety is directly maximized and guaranteed.

Contributions. We propose a reach-avoid Markov poten-
tial game in which players directly maximize their finite
horizon probability of collectively reaching their respective
destination while avoiding other players. We show that 1) the
proposed multi-player reach-avoid objective is multilinear in
each player’s local policy space, 2) the Nash equilibrium
condition is a relaxation of the globally optimal condition,
and 3) despite using local policies, the value function for
the multi-player reach-avoid objective must be recursively
defined over the joint state space. We extend the exist-
ing multiplicative dynamic programming framework to an
iterative best response scheme that utilizes the occupancy
measure of opponent players to project the joint state value
function to a local state value function, and use it to find
the optimal local policy. Finally, we prove and validate in
simulation that our best response scheme can effectively find
the Nash equilibrium policy. We conclude with a simulation
study that evaluates the dependence of the computation
complexity on state size and the number of players.

II. RELATED LITERATURE

Our proposed routing model’s objective differs from that
of established routing models for traffic management [5],
[6]. In established routing models, a time-instantaneous
safety metric is used to formulate a sum-separable objective.
When this objective is minimized, the congestion levels
of individual routes are minimized with respect to the
origin-destination demands of the vehicle population [7].
Alternatively, [8] solves the multi-player routing problem
in air traffic management via a collection of single-player
routing problems, which can be subsequently solved via
existing techniques in reachability [9]–[11]. Additionally, [9],
[10] also derived dynamic programming-based solutions for
maximizing the reach-avoid objective.

Subsequent works solve the reach-avoid optimization
problem with time-varying and joint chance constraints [11],
[12]. Game-theoretical extensions of reach-avoid objectives
have been investigated primarily under zero sum-types of
interaction, where two teams of players maximize/minimize
the same objective [13]–[16]. In [17], the authors formulated
a hierarchical framework for simultaneously incorporating
high fidelity interaction and high fidelity vehicle dynamics.
In contrast, our primary focus is on a collaborative game
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setting where players jointly minimize a common poten-
tial function via unilateral policy changes. Potential game
theory has been an integral part of traffic research since
the formulation of the Wardrop equilibrium in [18]. Game-
theoretic modeling of mobility systems is exemplified by the
routing game model from [19] and its stochastic variants
from [7], [20]. However, reach-avoid objectives have not
been explored within a potential game framework, to the
best of our knowledge.

Notation: A set with N elements is denoted as [N ] =
{0, . . . , N − 1}. The set of matrices of i rows and j
columns with real (non-negative) valued entries is given by
Ri×j(Ri×j

+ ). The ones column vector is denoted by 1N =
[1, . . . , 1]T ∈ RN×1. The simplex in RN , {x ∈ RN

+ |1⊤x =
1}, is denoted by ∆N . The set of random variables that take
on values from sample space Ω is denoted as XΩ.

III. MULTI-PLAYER REACH-AVOID MDP

Our problem concerns designing trajectories for N players
under interaction constraints within a shared state space and
a common finite time horizon. Each player aims to reach
a target set at the end of the horizon while avoiding the
other players over the entire time horizon. Our formulation
is motivated by existing work on stochastic reach-avoid
problems [9]–[11],

A. Multi-player reach-avoid MDP

We model each player as a finite horizon, finite
state-action MDP, where ith player’s MDP is given by
(S,Ai, T, Pi, pi, Ti). Each player has the same state space
S and the same time horizon T ∈ N. The action set Ai

is player-specific with Ai ∈ N elements. Each action is
admissible from each state. Each player i has initial state
si(0), which is stochastically distributed over S according
to the probability distribution pi ∈ ∆S , and aims to reach
its target state set at time T , given by Ti ⊆ Si. At each time
step t ∈ [T ], player i’s state si(t) is a time-varying Markov
process. Each player has independent transition dynamics.

Assumption 1 (INDEPENDENT MARKOV TRANSITIONS).
For every player i ∈ [N ] and time step t ∈ [0, T ), its
next state si(t + 1) is a Markov random variable that
depends on its current state si(t) and action ai(t), denoted
by Pi

(
si(t), ai(t)

)
∈ XS such that

si(t+1) ∼ Pi

(
si(t), ai(t)

)
, ∀si(t) ∈ S, t ∈ [T ], ai(t) ∈ Ai.

We denote the probability distribution of Pi

(
si(t), ai(t)

)
as Pi

[
· |si, ai

]
∈ ∆S , for all si ∈ S and ai ∈ Ai.

Player i selects each action ai(t) via a state-dependent
and time-varying policy πi. We consider player policies that
depends strictly on each player’s local state.

Definition 1 (LOCAL FEEDBACK). For every player i ∈ [N ],
a policy πi(·, t) is a function of player i’s state si(t),

πi : S × [T ] 7→ XAi , ai(t) ∼ πi

(
si(t), t

)
, ∀t ∈ [T ], si ∈ S.

(1)
We use Πi to denote the set of all policies πi satisfying (1).

Under policy πi, we use yπi
i (si, ŝi, t) to denote player i’s

probability of transitioning to ŝi at time t+1 if player i was
at si at time t. Intuitively, yi(si, ŝi, t) is the (ŝi, si) element
of the Markov transition matrix under policy πi(·, t). We
observe that each yπi

i (·, si(t), t) is linear in πi(si(t), t),

yπi
i

(
si, ŝi, t

)
=

∑
ai∈Ai

Pi[ŝi|si, ai]P
[
ai|πi(si, t)

]
. (2)

When the context is clear, we drop the superscript πi for
yi (2) to simplify the notation. We denote player i’s state
trajectory over T+1 time steps as τi ∈ ST+1. Each trajectory
τi =

(
si(0), . . . , si(T )

)
is a realization of sequential random

variables determined by a Markov process hi(πi) ∈ XST+1 ,
such that the probability of trajectory τi occurring is

P
[
τi|hi(πi)

]
= pi

(
si(0)

)(T−1∏
t=0

yπi
i

(
si(t), si(t+ 1), t

))
.

(3)

Multi-player reach-avoid objective. All players share sim-
ilar objective: a) avoid other players at all time steps and
b) reach their respective target set Ti at time T . If either
of these conditions are violated for any player, all players
receive zero reward. To model this objective, we introduce
the following indicator functions,

Xi(s) = 1
(
s ∈ Ti

)
, (4)

Yij(si, sj) =

{
1
(
si ̸= sj

)
j ̸= i

1 j = i
,∀i, j ∈ [N ]. (5)

For each joint player trajectory {τi}i∈[N ] with τi ∈ ST+1, we
use the indicator function R(τ1, . . . , τN ) to indicate whether
the joint trajectory achieves the multi-player reach-avoid
objective, defined as

R
(
τ1, . . . , τN

)
=

∏
i∈[N ]

Xi(T )
T∏

t=0

∏
j∈[N ]

Yij(t). (6)

We define the expected value of R (6) under the joint policy
(π1, . . . , πN ) as

F (π1, . . . , πN ) = E
[
R(τ1, . . . , τN )|τi ∼ hi(πi),∀i ∈ [N ]

]
.

(7)
Each player uses their policy πi (1) to maximize F (7) with
respect to the other players’ policies π−i, such that player
i’s reach-avoid MDP is given by

max
πi∈Πi

F (πi, π−i), ∀i ∈ [N ]. (8)

Player i’s individual reach-avoid problem (8) can become
trivially defined depending on the opponent policy π−i.
Under π−i, there must be trajectories τi ∈ ST+1 such that
R(τ1, . . . , τN ) = 1 and τi ∼ h(πi) is realizable with positive
probability. Otherwise, F (πi, π−i) = 0 for all πi ∈ Πi.

The objective F (7) is the same for every player’s reach-
avoid MDP. The result is that each player equally prioritizes
the reachability of their own targets and the reachability of
the other players’ targets. If a joint trajectory achieves target
reachability and opponent avoidance for player i, but causes
another player j to fail target reachability or creates collision
for players j, k ̸= i, then player i does not prefer such a
trajectory when solving (8).
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B. Markov potential game and Nash equilibrium policies
We seek a joint policy (π1, . . . , πN ) that is jointly optimal

for the N -coupled MDPs posed in (8).

Definition 2 (NASH EQUILIBRIUM). The joint policy
(π⋆

1 , . . . , π
⋆
N ) is a Nash equilibrium if and only if for all

i ∈ [N ],

F (π⋆
i , π

⋆
−i) ≥ F (πi, π

⋆
−i), ∀πi ∈ Πi. (9)

Players reach a Nash equilibrium when no one can further
improve the multi-player reach-avoid objective in (8) via
unilateral policy changes. The Nash equilibrium has the
following interpretation: in the event that all players except i
fix their policies to π⋆

−i, player i’s policy π⋆
i maximizes the

likelihood of player i’s trajectory τi reaching target Ti while
avoiding other players over the entire time horizon T .

Connections to policies with global feedback. A natural
alternative to (8) is to directly optimize the multi-player
reach-avoid objective over the policies that have global state
feedback. For all players i ∈ [N ], consider the policy
π̂i : SN × [T ] 7→ XAi

that takes global state feedback as

ai(t) ∼ π̂i

(
s1(t), . . . , sN (t), t

)
, ∀t ∈ [T ], (10)

and the global optimization problem given by

max
π̂1,...,π̂N

E
[
R(τ1, . . . , τN )|τj ∼ hj(π̂j), ∀j ∈ [N ]

]
. (11)

Problem (11) may be viewed as a multi-player extension of
the single-player reach-avoid problem from [9]–[11] under
Assumption 1. It differs from (8) in two aspects: first, global
policy solution space vs local policy solution space, and
second, global optimality vs unilateral optimality. Since the
global policy space (10) subsumes the local policy space (1)
and unilateral optimality is a necessary condition for global
optimality, the joint policy that maximizes (11) will achieve
a better multi-player reach-avoid objective than the Nash
equilibrium policy.

However, the joint policy (π̂1, . . . , π̂N ) has impractical
memory and operation requirements: each π̂i’s memory
requirement grows exponentially with additional players, and
at every time step, players must share their states in an all-to-
all communication network to gather the necessary inputs for
each policy. To avoid these impractical requirements while
leveraging the single player multiplicative dynamic program-
ming solution, we relax the global optimality conditions
from (11) using the Nash equilibrium conditions (9) and
the policy memory requirements via Assumption 1. As seen
in Definition 2, a Nash equilibrium implies that the joint
policy is coordinate-wise optimal: the joint policy is optimal
if collaborations between players are ignored. From this
perspective, the Nash equilibrium conditions are necessary
towards the optimality of (11), and Nash equilibrium is an
approximation and a lower bound to (11).

Connections to Markov potential games. The game
defined in (8) is a potential game [21]—i.e., there exists an
ordinal potential function F : Π1 × . . . × ΠN 7→ R that
satisfies ∀πi, π̂i ∈ Πi, ∀i ∈ [N ],

Fi(πi, π−i) > Fi(π̂i, π−i) ⇔ F (πi, π−i) > F (π̂i, π−i). (12)

Given that each player’s objective Fi are identical, Fi =
F (7) is the obvious choice of the potential function.

As a Markov potential game, (8) has a set of Nash equilib-
ria that possess well-behaved computational and theoretical
properties, some of which we list below.

Solution structure. A Markov game has at least one pure
Nash equilibrium (π⋆

1 , . . . , π
⋆
N ) where each π⋆

i is determin-
istic: at every state, a unique action is always chosen. [21]

Connections to single-player dynamic programming.
The reach-avoid MDP in both single and multi-player set-
tings is a non-convex optimization problem on which first-
order gradient methods do not have good guarantees. In the
single player setting, existing work show that multiplicative
dynamic programming provably converges to the optimal
policy [9], [10] and one may use convex optimization for
grid-free computation when the dynamics are linear [11].
Via potential game theory, we can extend the single-player
multiplicative dynamic programming to multi-player policy
update schemes by leveraging existing work on multi-player
learning dynamics. In the next section, we show that iterative
best response is one such learning dynamic that will find an
equilibrium in the joint policy space under NE assumptions.
Additionally, other gradient-based methods such as Frank-
Wolfe [22] and gradient play [23] can also be used in con-
junction with Algorithm 2 to compute the Nash equilibrium.

IV. MULTI-PLAYER MULTIPLICATIVE DYNAMIC
PROGRAMMING

In this section, we evaluate the multi-player reach-avoid
objective (7) using the conditional transition distributions
{yi}i∈N (2) and show that the objective can be recursively
computed via a value function on the joint state space. We
project the value function using each player’s occupancy
measures to construct an iterative best response scheme that
extends the single-player multiplicative dynamic program-
ming solution.

A. Multilinear program formulation

We show that the objective (7) is multilinear in each
player’s policy πi by showing that the objective is multilinear
in the conditional transition distributions {yi}i∈N (2).

Lemma 1. Any real-valued function G : SNK 7→ R that
takes in a joint trajectory {τi}i∈N, where τi ∈ SK and
is a Markov process as described by h(πi) (3), then the
expectation of G with respect to {πi}i∈N is multilinear in
{yi}i∈N (2), i.e.,

E
[
G(τ1, . . . , τN )|τj ∼ hj(πj), ∀j ∈ [N ]

]
=∑

τ1,...,τN
∈SNK

G(τ1, . . . , τN )

T∏
t=0

∏
j∈[N ]

pj
(
sj(0)

)
yj
(
sj(t), sj(t+1), t

)
,

(13)

where τi = (si(0), . . . , si(K − 1)) for all i ∈ [N ].

Proof. Let τ1, . . . , τN represent a joint trajectory where at
each time step t, player i is at state si(t) for all i ∈ [N ],
t ∈ [K − 1], and let Γ denote the set of all realizable joint
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trajectories, then E
[
G(τi, τ−i)|τj ∼ hj(πj),∀j ∈ [N ]

]
can

be evaluated as

Fi(πi, π−i) =
∑
τ∈Γ

∏
i

P
[
τi
]
Gi(τi, τ−i), (14)

where P
[
τi
]

denotes the joint probability of player i being
at state si(t) for all time steps t = 0, . . . ,K − 1. We can
directly evaluate P

[
τi
]

as

P
[
τi
]
= P

[
si(0)

]K−1∏
t=0

P
[
si(t+1)|si(t), ai(t) ∼ πi

(
si(t), t

)]
.

where P
[
si(t + 1)|si(t), ai(t) ∼ πi

(
si(t), t

)]
=

y(si(t), si(t + 1), t) as defined in (2) and P
[
si(0)

]
=

y(0, τi, π0) is the initial state distribution.

If we apply Lemma 1 to (7), we observe that (8) is in fact
a multilinear optimization problem over a compact policy
domain. Its global optimal solution can therefore be difficult
to compute and certify. Interestingly, when N = 1, the single
player reach-avoid MDP (11), despite being multi-linear in
πi still, has a globally optimal solution that multiplicative
dynamic programming is guaranteed to find [9]–[11].

Since the multi-player reach-avoid objective F (7) is an
multilinear function of individual player policies π1, . . . , πN ,
finding even a locally optimal solution to (8) via optimization
algorithms can be challenging; most gradient-based algo-
rithms tend to converge to KKT solutions that are not suffi-
cient for guaranteeing optimality in the nonconvex setting.

Instead, we leverage game-theoretic learning dynamics to
synthesize distributed algorithms for finding Nash equilib-
rium policies. By relaxing the global collaborative reach-
avoid problem (11) as a potential game, we uncover iterative
best response as a possible multi-player learning scheme
for finding joint policy equilibria. As a potential game, we
know that iterative best response over the deterministic policy
domain converges to the Nash equilibrium policies. However,
it remains to be seen how each player can compute the best
response to the opponent policies.

B. Multi-player value function
A single player reach-avoid MDP with deterministic ob-

stacles can be solved via multiplicative dynamic program-
ming [10]. When adapting the single player reach-avoid
MDP to the multi-player reach-avoid MDP, two critical
gaps to address are 1) how does having having multiple
players with individual states and policies change the value
functions’ structure, and 2) how does having stochastic
obstacles that correspond to players change multiplicative
dynamic programming?

Similar to the single-player value function definition
from [9], [10], we formulate the multi-player value function
below and show that it recursively computes the multi-player
reach-avoid objective.

V π
T

(
s1, . . . , sN

)
=

∏
j

Xj(sj)
∏
i,j

Yij(si, sj),

V π
t (s1, . . . , sN ) =

∏
i,j

Yij(si, sj)
∑

ŝ∈SN

∏
j

yj(sj , ŝj , t)V
π
t+1(ŝ).

(15)

We note that each s, ŝ ∈ SN from (15) corresponds to a joint
state of all players: s = (s1, . . . , sN ) and ŝ = (ŝ1, . . . , ŝN ).

Proposition 1. Under the joint policy π = (π1, . . . , πN ),
V π
0 , . . . , V π

T as defined in (15) are the expected value of the
random variable

RT
t (τ1, . . . , τN ) =

∏
i

Xi

(
si(T )

) T∏
t̂=t

∏
i,j

Yij

(
si(t̂), sj(t̂)

)
.

(16)
with respect to π—i.e., V π

t (s1, . . . , sN ) (15) is equivalent to

V π
t (s1, . . . , sN ) =Eπ

[
RT

t (τ1, . . . , τN )|

τi ∼ hi(πi), τi(0) = si,∀i ∈ [N ]
]
.

(17)

The proof is provided in App. A. Proposition 1 specifies
the more general results from [9], [10] to the finite state-
action MDP under decoupled player dynamics in Assump-
tion 1.

C. Computing player i’s best response

A key difference between the single player reach-avoid
MDP and the multi-player reach-avoid MDP is the state
availability for policy feedback. In the single-player value
function, the global state is available, while in the multi-
player reach-avoid MDP, only the local state is available
for each player. We first observe that when all players
except i take on policies π−i(t), . . . , π−i(T − 1), the multi-
player reach-avoid value V

πi,π−i

t (s) as function of πi is
given by (15) with y−i explicitly evaluated via the other
players policies. In addition to this, the expected multi-
player reach-avoid value at state si depends on the occupancy
measures of all other players at time y, which depends on the
policies π−i(0), . . . , π−i(t−1). Collectively, this implies that
the expected multi-player reach-avoid value can be directly
computed as

E
[
V

πi,π−i

t (si, s−i)|π−i

]
=

∑
s−i

ρ−i(s−i, t)
∏
j,ℓ

Yij

(
si, sj

)
∑
ŝi

P
[
ŝi|si(t), πi

]∑
ŝ−i

∏
j ̸=i

yj(sj , ŝj , t)Vt+1(ŝi, ŝ−i), (18)

where ρ−i(s−i, t) =
∏

j ̸=i ρj(sj , t) correspond to the occu-
pancy measures of players [N ]/{i} and can be found via
the forward propagation of policies π−i(0), . . . , π−i(t − 1)
through player i’s Markov dynamics (Algorithm 1). Together,
ρj(sj , t)yj(sj , ŝj , t) denote the joint probability that player
i was in state sj at time t and state ŝj at time t+ 1.

Obstacles with Markov dynamics. In (18), we observe
that

∑
ŝ−i

∏
j ̸=i yj(sj , ŝj , t)Vt+1(ŝi, ŝ−i) is the expected

future reward for player i if it makes the transition from
si to ŝi at time t. Furthermore, consider (18) without the
expected future reward

∑
ŝ−i

y−i(s−i, ŝ−i, t)Vt+1(ŝi, ŝ−i).
It becomes ∑

s−i

ρ−i(s−i, t)
∏
j,ℓ

Yjℓ(t). (19)
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Algorithm 1 Retrieving density trajectory from a policy

Require: P i, pi, πi.
Ensure: {ρ : S × [T ] 7→ [0, 1]}

ρ(s, t) = 0, ∀ t ∈ [T ], s ∈ S
ρ(s, 0) = pi(s) ∀s ∈ S
for t = 0, . . . , T − 1 do

for s ∈ S do
ρ(s, t+ 1) =

∑
a∈A

∑
s′∈S

Pt,ss′aρ(t, s
′)πi(s

′, a, t)

end for
end for

Since each players’ state trajectory is determined by an MDP,
the obstacles’ states are random variables rather than deter-
ministic locations at each time step. Since ρ−i(s−i, t) are the
probability density distributions of all players [N ]/{i}, and
player i’s state si at time t is given as an input to V in (18),
the expression in (19) is equivalent to the likelihood of all
players avoiding each other at time step t under policies π−i

and conditioned on player i being at state si, i.e.,

P
[
sj(t) ̸= sℓ(t), ∀j, ℓ ∈ [N ]|si(t) = si, τj ∼ hj(πj),∀j ̸= i

]
.

(20)
In particular, if hj are deterministic processes, such that
each player j has deterministic states sj(t) = sj , then (20)
recovers the indicator function

∏
j,ℓ 1

(
sj(t) ̸= sℓ(t)

)
. We

can conclude that (19) is a probabilistic relaxation of the
indicator function when players j’s states are given by
deterministic states:∏

j,ℓ

1
(
sj(t) ̸= sℓ(t)

)
→ P

[∏
j,ℓ

sj(t) ̸= sℓ(t)|si(t) = si
]
.

Multiplicative Best Response. Proposition 1 and (18) en-
able us to directly adapt multiplicative dynamic programming
from [9], [10] to perform a best response scheme for reach-
avoid Markov potential games (8). The resulting algorithm
is shown in Algorithm 3.

We formulate the best response value function W ⋆ ∈
RS(T+1) as

W ⋆
T (si) =

∑
s−i

ρ−i(s−i, T )V
πi,π−i

T (si, s−i), ∀si ∈ SN

W ⋆
t (si) = max

πi∈XAi

∑̂
si

yπi
i

(
si, ŝi, t

)∏
j,ℓ

Y (sj , sℓ)∑
s−i,ŝ−i

∏
j ̸=i

yj(sj , ŝj)ρj(sj , t)V
⋆
t+1(ŝi, ŝ−i), ∀si ∈ SN ,

(21)
and π⋆

i (si, t) as an argmax policy that achieves W ⋆
t (si) for

all t, si ∈ [T ]×S . Then π⋆
i is player i’s best response policy

against opponent policy π−i, and E
[
W ⋆

0 (si)|si ∼ pi
]

is the
maximum expected multi-player reach-avoid objective (7)
that player i can achieve against opponent policy π−i.

Unlike standard dynamic programming approaches to
compute the optimal global policy [9]–[11], player i’s value
function is not recursive by itself—i.e., Wt is not recursively
defined by Wt+1. Instead, we “average” out the effect of
other players’ state on the global value function using their
occupancy measure. The resulting value function, which we

Algorithm 2 Individual player best response

Require: π−i, P−i, p−i, T−i.
Ensure: π⋆

i

1: for j ∈ [N ]/{i} do
2: ρj = Alg. 1(Pj , pj , πj)
3: end for
4: for s ∈ SN do
5: VT (s) =

∏
i Xi(si)

∏
j ̸=i Y (si, sj)

6: end for
7: for t = T − 1, . . . , 0 do
8: for s−i, ŝ−i ∈ SN−1 do
9: ρ(s−i, ŝ−i) =

∏
j ̸=i

Pj

(
ŝj |sj , πj(sj , t)

)
ρ(s−i, t)

10: end for
11: for si ∈ S do
12: πi(si; t) = argmax

ai

∏
j,ℓ

Yjℓ(sj , sℓ)

13:
∑
ŝi

Pi(ŝi|si, ai)
∑

s−i,ŝ−i

ρ(s−i, ŝ−i)Vt+1(ŝ)

14: for ŝi ∈ S do
15: ρi(si, ŝi) = Pi

(
ŝi|si, πi(si, t)

)
16: end for
17: end for
18: for s ∈ SN do
19: Vt(s) =

∏
j,ℓ

Yjℓ(sj , sℓ)
∑
ŝ

ρi(si, ŝi)ρ(s−i, ŝ−i)Vt+1(ŝ)

20: end for
21: end for

denote by Wt, remains an under approximation to the multi-
player reach-avoid objective, since a global policy may be
able to coordinate the players for better performance at the
cost of additional communication and memory overhead.

Policy memory complexity. The output policy of Algo-
rithm 2 requires ST memory units for storage and does
not scale with increasing number of players. Achieving this
complexity is a key motivation for using local feedback
policies and the game-theoretical framework for evaluating
the multi-player reach-avoid objective.

Computation complexity. Algorithm takes 1) SNT steps
to perform forward propagation, 2) (T + 1)S2N to compute
two-time step occupancy measure ρ(s−i, ŝ−i), 3) AS2, 4)
TSN to compute the previous time step value functions.
Exploring parallel computing extensions as well as other
computational speed ups of Algorithm 2 will be a topic of
future work.

One factor that controls Algorithm 2’s computation com-
plexity is the occupancy measure at each state. For MDPs
with sparse transitions—i.e., most of the player’s occupancy
measures transition predominantly to a small subset of
states— may be faster to evaluate than the worst-case com-
putation complexity. Furthermore, we can eliminate states
that have minimal occupancy measure and therefore minimal
contribution to the reach-avoid objective, as to trade off com-
putation efficiency for accuracy. The impact of occupancy
measure is also time-dependent—the later on in the MDP
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time horizon, the more smaller occupancy measures matter.
Therefore, we propose using the following heuristic to ap-
proximate the two-time step occupancy measure ρ(s−i, ŝ−i)
in Alg. 2 line 9 to reduce the computation complexity.

ρ(s−i, ŝ−i) =

0 ∃j ̸= i, ρ(s−i) ≤ ϵ∏
j ̸=i

Pj(ŝj |sj)ρ(s−i, t) otherwise

(22)
From Algorithm 2, we can derive the following multi-

player update scheme that converges to the Nash equilibrium
in polynomial time. We note that in addition to Algorithm 3,
other gradient-based methods such as Frank-Wolfe [22] and
gradient play [23] can also be used in conjunction with
Algorithm 2 to compute the Nash equilibrium.

Algorithm 3 Iterative Best Response

Require: Ti,Oik, P i.
Ensure: π⋆

1 , . . . , π
⋆
N

1: while k = 1, . . . do
2: i = k mod N
3: Vi, πi = Alg. 2(πk−1

−i , P−i, p−i, T−i)

4: πk
i = πi;π

k
−i = πk−1

−i

5: if V i = V j , ∀i, j ∈ [N ] then
6: π⋆

i = πk
i , ∀i ∈ [N ]

7: Exit
8: end if
9: end while

Theorem 1. Algorithm 3 converges to a pure-strategy Nash
equilibrium in polynomial time [21].

Whether Algorithm 3 converges to an optimal joint policy
that maximizes the multi-player reach-avoid objective (11)
over the joint policy space Π1 × . . .ΠN is unknown. How-
ever, it does converge to a coordinate-wise optimal solution
that under-approximates the best multi-player reach-avoid
objective achieved by joint policies with global state feed-
back in (11).

V. MULTI-PLAYER MOTION PLANNING

We evaluate Algorithm 3’s efficacy at finding collision-free
trajectories in a multi-agent motion planning problem on a
grid-world MDP. The grid world has dimensions MR ×MC

and is executed for T number of steps for N players. Players
receive randomized initial and final assigned target squares
on the far left and far right columns of the grid world,
respectively, and attempt to reach their randomly assigned
target squares while avoiding each other. To ensure that
the players must deal with collisions, the player assigned
the top-left initial state is also assigned the bottom-right
destination. Each player’s action is to go up, down, left,
or right subjected to world boundaries. Each action has an
associated stochasticity p: instead of reaching the action’s
target destination deterministically, the target is reached with
probability 1 − p ∈ [0, 1] and a neighbor at random is
reached with probability p. We evaluate Algorithm 3 output

Figure State size
(MRMC)

Horizon
(T )

Players
(N)

Stochasticity
(p)

Trial
size (K)

2 40 15 3 [0.75, 0.95] 50
3 [30, 70] 20 2 0.95 50

TABLE I: Simulation hyper-parameters.

Fig. 1: Reach-avoid metrics over different action stochasticity values
(green to black and corresponds to p = 0.95 to p = 0.75).

optimality and computation efficiency in two test scenarios
via K Monte carlo trials, the hyper-parameters of each test
scenario is given in Table I and the results are shown in
Figures 1 and 2.

Reach-avoid performance. In Figure 1, we visualize
three metrics over each best response iteration K in sub-
plots from top to bottom: 1) potential value: the reach-
avoid probability (7), 2) collision likelihood: the collision
probability among any two players at any time t ∈ [T ],

E
[
1−

∏T
t=0

∏
i,j∈[N ] Yij

(
si(t), sj(t)

)
|τj ∼ hj(π

k
j ),∀j ∈ [N ]

]
,

(23)
and 3) reach reduction: the probability of all players reaching
their destination at time T , divided by the probability that
each player reaches their destination on their shortest path,

E
[∏

j∈[N ] Xj

(
sj(T )

)
|τj ∼ hj(π

k
j ),∀j ∈ [N ]

]∏
j∈[N ] E

[
Xj

(
sj(T )

)
|τj ∼ hj(π⋆

j ),∀j ∈ [N ]
] , (24)

where π⋆
j denotes player j’s shortest path policy. We observe

that on average, all three metrics stabilize to their asymptotic
values between 5 and 10 best response steps. Furthermore,
because each player always initiates the iterative best re-
sponse with their shortest path policy π⋆

j , the initial reduction
in reaching player targets is always none. However, these
policies also incur collision likelihoods averaging around
50%. As players maneuver around each other to reduce
this collision likelihood, the reach reduction first decreases
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30 40 50 60 70
State size

100

101

Metric

BR Iteration

Computation Time

Fig. 2: Computation time (seconds) and best response iteration (k)
vs state sizes.

but then gradually increases, while the collision likelihood
decreases asymptotically. We note that higher action stochas-
ticity p leads to more unavoidable collisions. This is reflected
by the asymptotic trends observed in Figure 1.

Computation Efficiency. Next, we evaluate the compu-
tation efficiency as a function of the number of players and
state size. We visualize two metrics: 1) the computation
time for a best response iteration and 2) the number of
best response iterations before the change in potential value
decreases below 1e− 5. The results for different state sizes
is shown in Figure 2. We observe that the computation time
increases approximately linearly over the increasing state
space, and this observation is true whether or not we use
the approximation (22) as described in Section IV to reduce
number of state densities tracked. We use ϵ = (1e−2)0.75t+3

where t is the MDP time step. Additionally, the number of
best response iterations also increases approximately linearly
over increasing state size.

The average computation time for [2, 3, 4] players over
10 monte carlo simulations is [0.72, 55, 1660] seconds. We
observe that the computation does scale exponentially as the
number of players increases. With 4 players taking up to ∼
25 minutes for one best response iteration. This exponential
increase in player complexity can be mitigated via distributed
computing and distributed learning dynamics, which we will
explore in future research. We did not observe significant
changes in the number of best response iterations between
different number of players.

VI. CONCLUSION

Towards a traffic management framework for heteroge-
neous vehicles, we formulated a game-theoretic extension of
a single agent reach-avoid MDP, provided a game-theoretic
interpretation of the optimal decision for resource-sharing
players, and simulation verified a multi-player extension
of multiplicative dynamic programming for finding Nash
equilibrium policies.
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APPENDIX

A. Proof of Proposition 1

Proof. For each s ∈ SN , we prove the following recursive
identity for (15): if V π

t+1(s) satisfies (17), then V π
t (s) satis-

fies (17).
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If V π
t+1(s) satisfies (17), it is equivalent to

V π
t+1(s) =

∑
τ

RT
t+1

(
(s, τ)

)∏
j

T∏
t̂=t+2

P
[
τj(t̂+ 1)|τj(t̂), πj

]
,

(25)
for all s ∈ SN , where the product

∏T
t̂=t P

[
τj(t̂ +

1)|τj(t̂), πj

]
is the probability of realizing the trajectory

τj(t + 1), . . . , τj(T ) when τj(t + 1) = sj for all j ∈ [N ].
We use (25) to define V π

t+1(ŝ) and (15) to evaluate V π
t (s)

as

V π
t (s) =

∏
j,ℓ

Y (sj , sℓ)
∑

ŝ1,...,ŝN

∏
j

P
[
ŝj |sj , πj

]
∑
τt+2

RT
t+1

(
(ŝ, τt+2)

) T∏
t̂=t+2

∏
j

P
[
τj(t̂+ 1)|τj(t̂), πj

]
(26)

We can combine the summations
∑

ŝ and
∑

τt+2
to∑

τt+1
by noting that

∑
ŝ

∑
τt+2

is equivalent to a
single summation over (ŝ, τt+2) ∈ SN(T−t), which
we define as τt+1. Under this definition of τt+1,∏

j P
[
ŝj |sj , πj

]∏
j

∏T
t̂=t+2

∏
j P

[
τj(t̂ + 1)|τj(t̂), πj

]
=∏T

t̂=t+1

∏
j P

[
τj(t̂+ 1)|τj(t̂), πj

]
.

For the trajectory (s, τt+1), the reach-avoid objective
RT

t+1

(
(s, τt+1)

)
also satisfies the recursive relationship

RT
t

(
(s, τt+1)

)
=

∏
j,ℓ

Y (sj , sℓ)R
T
t+1(τt+1).

Therefore, we can conclude that for all joint states s ∈ SN .

V π
t (s) =

∑
τt+1

RT
t

(
(s, τt+1)

) T∏
t̂=t+1

∏
j

P
[
τj(t̂+1)|τj(t̂), πj

]
.

(27)
Finally, since V π

T satisfies the expectation evaluation (17),
V π
T−1, . . . , V

π
0 all satisfies (17).
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