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Computing Optimal Joint Chance Constrained
Control Policies

Niklas Schmid, Marta Fochesato, Sarah H.Q. Li, Tobias Sutter, John Lygeros

Abstract— We consider the problem of optimally control-
ling stochastic, Markovian systems subject to joint chance
constraints over a finite-time horizon. For such problems,
standard Dynamic Programming is inapplicable due to the
time correlation of the joint chance constraints, which
calls for non-Markovian, and possibly stochastic, policies.
Hence, despite the popularity of this problem, solution ap-
proaches capable of providing provably-optimal and easy-
to-compute policies are still missing. We fill this gap by
introducing an augmented binary state to the system dy-
namics, allowing us to characterize the optimal policies and
propose a Dynamic Programming based solution method.
Our analysis provides a deep insight into the impact of joint
chance constraints on the optimal control policies.

Index Terms— Stochastic Optimal Control, Joint Chance
Constrained Programming, Dynamic Programming.

[. INTRODUCTION

Many real-world control applications come with the re-
quirement for safety certificates, for example in air-traffic
control [1], [2], self-driving cars [3], robot path planning [4] or
medicine [5]. In the wake of the rapid emergence of ever more
complex safety-critical control problems involving stochastic
systems, there is a growing need for optimal control tools
outputting actions that are provably safe and easy to compute.
Safety is commonly defined via a predefined set of safe states,
in the sense that any state trajectory leaving the safe set
during the control task is considered unsafe. For stochastic
systems, safety can only be guaranteed up to some predefined
probability. This leads to the definition of so-called joint
chance constraints, i.e., constraints that bound the probability
to be unsafe with respect to the entire state trajectory over a
finite-time horizon. This is in contrast to stage-wise chance
constrained formulations, which bound the probability to be
unsafe at every individual time step. Such guarantees are
especially popular for infinite-horizon problems as typically
addressed in Model Predictive Control since the probability
of remaining safe at all time-steps over the infinite trajectory
is zero under mild assumptions on the system dynamics [6]-
[9]. For the finite-time setting, however, as considered in this
paper, we argue that it is generally more meaningful to define
safety as a guarantee on the entire trajectory.
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Despite the ubiquity of joint chance constrained problems
[4], [6], [10]-[16], their practical deployment is hindered
by their intractability due to (i) the difficulty in evaluating
multivariate integrals to check the feasibility of a candidate
solution [17]; (ii) the non-convex feasible region described by
these constraints; and (iii) the time correlation introduced by
the constraints. While (i) and (ii) equally affect stage-wise
and joint chance constraints, (iii) is specific to joint chance
constraints only. In particular, it is this time correlation which
breaks the Markovian structure of the problem [6], forcing us
to consider the full problem dimension at once.

To circumvent this problem, approximations of joint chance
constraints have been proposed in the literature. Perhaps the
best known is [4], that exploits Boole’s inequality to break
the time correlation, leading to an inner approximation of the
constraint set. More recently, [10] proposes to augment the
state vector with a function space to fit the standard Dynamic
Programming (DP) format. However, the resulting formula-
tion is computationally challenging, even for one-dimensional
examples, hindering the development of provably-convergent
algorithms. Another recent approach relies on approximating
the stochastic system dynamics using kernel distribution em-
beddings, allowing for data-based scenarios [15]. Motivated
by portfolio management applications, [18] studies stochastic
optimal control problems with a chance constraint only on
the final state, circumventing the problem of time correlations
among stages. On a broader scale, joint chance constrained
problems have also been explored in combination with Model
Predictive Control, approximating the problem using Boole’s
inequality and similar bounds [12], [13], [19] or sampling [11],
[14], [16]. Similar problems have further been addressed in
the reinforcement learning community in the form of general
constrained Markov Decision Processes [20]-[24].

To the best of the authors knowledge, no tractable solution
to joint chance constrained optimal control problems has been
proposed that is not reliant on conservative approximations.
This paper aims to develop a deeper understanding of safety-
constrained stochastic optimal control problems where safety
is enforced via the use of joint chance constraints over the
finite-time horizon of the mission. Specifically, our analysis
establishes a novel DP recursion leading to a failure-aware
policy that achieves an optimal trade-off between performance
and safety. We highlight the following key results of this paper.

(i) Characterization of the optimal policies. We propose
a DP recursion to handle joint chance constraints in
stochastic optimal control problems. The recursion is
based on a suitable state augmentation that allows us
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Fig. 1: Graphical representation of the paper structure.

to turn the original problem into an equivalent MDP.
Based on the equivalence of stochastic causal policies
and mixtures of deterministic Markov policies for the
considered problem setting, we derive tractable solution
methods based on the latter policy class.
(ii) Computation of the optimal policies. We propose to
solve joint chance constrained problems via their La-
grangian dual. We prove strong duality independent of the
convexity of the cost functions and safe set, and exploit
this fact to develop a bilevel optimization framework to
solve the dual problem. Our approach yields an optimal
trade-off between performance and safety.
Behaviour of joint chance constrained controllers. We
uncover and convey a clear intuition of the behaviour of
joint chance constrained policies, which turns out to be
“controversial" for many applications. The reason is that
the associated optimal policies might advertise inputs that
are likely to cause safety violations when every safe input
yields high expected costs.

(iii)

Unlike [4], [11]-[13] our method does not rely on conserva-
tive approximations, unlike [10] it is tractable and unlike [14]-
[16], which rely on sampling techniques, it provides provably-
optimal solutions.

The rest of the paper is organized as follows. In Section II
we provide the problem formulation, in Section III we discuss
the necessary background. In Section IV, we present our novel
joint chance constrained Dynamic Programming scheme (see
Fig. 1). In Section V we present our algorithmic solution and
evaluate it numerically in Section VI. We conclude with a
summary and outlook in Section VIL.

Notation. We denote by 1 4(x) the indicator function of a
set A, where 14(z) =1 if x € A and 14(x) = 0 otherwise.
Given two sets X, ), the difference between them is denoted
by X\Y = {z € X : x ¢ Y}, while the complement of a set
X is denoted as X°. We denote by [N] the set {0,1,..., N}
and R>o the non-negative reals. Further, A and V symbolize
the logical conjunction and disjunction, respectively.

[I. PROBLEM FORMULATION

We define a safety-constrained discrete-time stochastic sys-
tem over a finite time-horizon as a tuple (X, U, T, {y.n,.A),
where the state space X and the input space U/ are Borel
subsets of complete separable metric spaces equipped re-
spectively with c-algebras B(X) and B(U). Given a state

zp € X and an input uy € U, the Borel-measurable stochastic
kernel T : B(X) x X x U — [0, 1] describes the stochastic
state evolution, leading to xp41 ~ T'(-|x, ux). Additionally,
by : X xU — RZ()Jf S [N—l] and Iy : X — RZU
denote measurable, non-negative functions called stage and
terminal cost, respectively, which are incurred at every time-
step k € [N — 1] and at terminal time N € N. Finally, let
the set A C B(X) denote a safe set. We define a trajectory
to be safe, if zo.;y € A. By abuse of notation, we interpret
xo.n € A to mean z, € A for all k € [N].

For k € [N — 1] we define the space of histories up
to time k recursively as Hy = X X U X Hp_y, with
Ho = A; a generic element hy € Hj is of the form
hi = (xo,u0,Z1,U1,...,Tp—1,Uk—1,Zk). We consider the
following classes of policies:

A stochastic policy is a sequence m = (po, ..., n—1) Of
Borel-measurable stochastic kernels i,k € [N — 1], that,
given hy, assigns a probability measure (-, hg) on the
set B(U). A deterministic policy is the special case mq =
(o, .- pun—1) Where pp : Hp — U,k € [N — 1] are
simply measurable maps. A policy is further called Markov
if /,Lk(-‘hk) = ug(-|xg) for all hy € Hy and k € [N — 1].
Otherwise, it is called causal. We denote the set of stochastic
causal, stochastic Markov, deterministic causal and determin-
istic Markov policies by II, II,,, Il and Il4,, respectively,
and note that Iy, C II,, C II, and Il4, C II; C II. A mixed
policy mnix describes a deterministic policy that is randomly
chosen at the initial time step £k = 0 and then used during
the entire control task. More formally, a mixed policy can be
defined as in [25]. We endow the set of deterministic policies
II4 with a metric topology and define the corresponding Borel
o-algebra by Gr,. A mixed policy mmix can be seen as a
random variable to the measurable space (Il4, Gr,). The set
of all mixed policies is denoted as ILix.

For a given initial state 9 € X, policy m € II, and the
transition kernel 7', a unique probability measure P7 for the
state-input-trajectory is defined over B((X xU)™N x X), which
can be sampled recursively via 11 ~ T (|2, ug) with ug ~
uk(hy) [26]. We define the associated expected cumulative
cost as

N-1
EZ, lﬁN(:EN) + Z gk(l’kguk)‘| = Iy(xN)
k=0 (XXUYN XX

N—-1
+ Z gk(l’k,ﬂk)) ng (dl’o,dUO, SRR de)
k=0

and the probability of safety as

N—-1
11 1a(z)PE, (o, dug, ..., duw),
k=0

P (To.n € A) =
(XxU)Nxx

respectively. Since the probability measure over trajectories
P7, associated to any policy 7 and starting from the initial
state z is unique, the associated expected cost and safety is
unique.

Our aim is to minimize the cumulative cost, while guaran-
teeing a prescribed level of safety over the entire duration of
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the mission, expressed as

N-1
inf ET |¢ + 5 tuan, un
inf B, |In(2n) kzz;) k(T ur) n

subject to  PT (zo.x € A) > «,

zo
where o € R>¢ is a user-specified risk tolerance parameter.
The constraint realizes the requirement for the state trajectory
Zo.n to lie in the safe set A with a probability of at least c.

To ensure Problem (1) is well posed, we consider the
following standing assumption throughout.

Assumption 1: The input set { is compact. Furthermore, for

every z € X and A € B(X), the transition kernel T'(A|z, u)
and stage cost {(z,u) are continuous with respect to u for
all k € [N —1].
As shown later, if Problem (1) is feasible, the infimum is
attained under Assumption 1. Note that, to streamline the
presentation, we rely on assumptions that are more restrictive
than needed; alternative sufficient conditions can be found in
[27].

I1l. PRELIMINARIES
A. Dynamic Programming
In the absence of the chance constraint, for a given policy
7w € Iy, and initial state zo € X, the total cost incurred
N-1

Cg (o) = B, lEN(xN) + > bk, uk)

k=0
satisfies the DP recursion [28]

Cy(zn) =Lty (2N),

- - 2)
O (24) = € (n, u) + / CF 11 (25 ) T (A |1, )
X

where ugp ~ pg(zr). The finite-horizon optimal control
problem now aims to find the infimum expected cost over
the policies m € Ilgy. Denoting Cf(zx) = infrem,, CF (zx),
it follows that [28]

Cy(zn)=INn(2N),

Ot ()= inf y(a,us) + / Ct o (@) T (s |2 ur),
3)

where the infimum is attained under Assumption 1. As the
system dynamics are Markovian, the optimal deterministic
Markov policy is also optimal within the class of stochastic
causal policies [27, Theorem 3.2.1].

B. Safety via Dynamic Programming

Conversely, in the absence of a cost, the safety of a policy
can also be encoded via a DP recursion with multiplicative
cost. We use V',V : X — [0,1] as shorthand nota-
tion for V7 (xzr) = P(zrny € Alzg,m) and Vi (z) =
Sup, e, P(Tr:n € Alzy, ™), respectively. Following [26],

VE(en) = Lazn),

4
V7 () = La(ex) / Vi () T (Ao ),
X

where uy ~ pg(xy), and
Vi(zn) = Lalzn),

Ve (ze) = sup La(ze) / Vi (@) T (Ao 2 up)-
ukEU X
5)

Assumption 1 guarantees that the supremum in recursion
(5) is attained [29].

C. Duality theory

Consider the optimization problem
* — inf
fr=mf  f(z) ©
subject to  g;(z) <0, j=1,...,r
where f : R® = R, g; : R® — R. We refer to (6) as the primal
problem and we denote its value by f*. The dual problem is
given by
¢ = max  g(\)
Aoy Ay (7)
subjectto A; >0, j=1,...,mn

where ¢(\) = infoern {f(x) + >°7_; Ajg;(x)} is called the
dual function. The function L(z,\) = f(z) + 3>_7_; Ajg;(2)
is referred to as the Lagrangian. The dual problem is always a
convex optimization problem even if the primal is not convex
[30]. In general, g* > f*; if ¢* = f* we say that strong
duality holds and there is no duality gap. For a given \ €
R", let x5 € argmin,g. L(z,\) be a value minimizing the
Lagrangian. Then, g(xx) is a subgradient of the dual function
q evaluated at . The duality theory discussed above can be
extended to infinite dimensional spaces, see [31].

IV. JOINT CHANCE CONSTRAINED DYNAMIC
PROGRAMMING

We formulate Problem (1) to be solved over the class of
stochastic causal policies as they are the most general. By
interpreting the policy and transition kernel as strategies of
two players in a game and invoking the results in [25], one
can show that for any stochastic causal policy 7 € II, there
exists a corresponding mixed policy mnix € Ilyix that generates
the same probability measure P7mx = P7 = for the state-
input-trajectory, and vice-versa. Note that the cost and safety
constraint in Problem (1) are fully defined by this probability
measure. Therefore, w.l.0.g., we aim to solve Problem (1) over
the class of mixed policies, which returns the same infimum
value. In this section, we characterize the structure of the
optimal mixed policy, which allows us to construct it using
deterministic Markov policies, for which we solve using DP.

A. Lagrangian Dual Framework

In line with [4], we rely on the Lagrangian dual formulation
of Problem (1), which, thanks to the equivalence of mixed and
stochastic causal policies, is given by

N—-1
g I EL v+ ) blonu) g

+ Ma—=P7 (zo.n € A)).



Note that the inner infimum can be equivalently cast as

N-1 N
wérlllfmingO KN(xN)-F’;Jgk(xkyuk)—)\glA(xk) + Aav.

€))

Unfortunately, this dual problem is notoriously hard to
solve, even in the conceptually much simpler space of de-
terministic Markov policies. To see this, notice that one might
naively try to apply DP by defining the terminal and stage
costs as

N
14 =/ - A 1 A
AN(ZN) N(zN) kl;[) Alzr) + A, (10)
Onge(wh, up) = L (T, ug).-

Note note that the terminal cost depends on the full state
trajectory, information we only have at time-step N, but
whose distribution depends on the policy at time-steps k =
0,...,N — 1. This non-Markovian structure prevents the use
of DP.

To overcome this difficulty, we start with an intuitive
observation: The product Hfj:o 1 4(xk) in the terminal cost
function (10) depends on the state trajectory up to time N, but
in the end it simply equals one if all states remained within
the safe set .4, and zero otherwise. We can easily encode this
information by introducing a binary state by that, inspired
by the discussion in Section III-B, is initialized to 1 4(zo),
and is set to zero whenever the trajectory leaves the safe set.
Consequently, we can formulate the product in (10) in terms
of the value of the binary state at terminal time and recover
the Markovian structure of the problem. More formally, we
define as X = X x {0,1} and & = (wp,bx) € X, with
bo = 1 4(xp) and bxy1 = L4(xkt1)bg, leading to the overall
dynamics T : B(X) x X x U — [0,1],

T(Zpg1|Th, ur)
T(xk+1|xk,uk) if (bk =0Abgy1 ZO)

= V (b =1 Abgp1=1a(zk41))
0 otherwise,

or equivalently

T(&ns1|h, k) = T(@pra |z, ur) (1= b)) (1 — bry1)
+ be(1 = |bes1 — La(@es1)]))s

which i§ again measurable. For readability, we overload the no-
tation T(Zx+1|Zx,ur) = T(Zre1|Tr, ur), 1a(Zr) = La(zk)
and EN(QNZN) = EN(IN),ék(QNSk,Uk) = ék(xk,uk) Policies are
defined as before replacing X’ with X.

The expected product of the set indicator functions in
(9) is now given b]v the expected value of the binary state,

EZ, {chvzo 14(71)| = EZ, [bn], and (9) becomes

N-1
infE7, [( (7 0 Aa—by)|. (11
)\Iggi(o Tl'é%mixzo N(l.N)—i_kZ:O k(xk’ uk)+ (a N) ( )
The inner minimization problem is now a Markov Decision
Problem whose optimal solution for a fixed A is attained by

Co* (Zo) = AVg™ (Zo) + A

)\*

Fig. 2: An illustration of a objective function for the outer
maximization in Problem (11) (inspired by [4]). The policy
my denotes an optimal argument to the inner minimization
of Problem (11) under given A (assuming it exists) and
Ci*(20), Vo™ (Zo) the cost and safety associated with that
policy.

deterministic Markov policies and mixtures thereof, as we will
show next.

B. Bilevel Framework

To simplify notation, note that using the equivalence
Ez,.» [bn] = V7 (Z0), Problem (11) reduces to

N-1
i [ S RRER R

e : f Cﬂ' ~ —)\Vﬂ' ~ A .
Argggowé%mix 0 (Zo) o (To) + A

(12)

Intuitively, this means that the inner Problem reduces to
finding a policy that minimizes the expected cost while being
rewarded by —A for remaining safe.

Referring to our introduction on duality in Section III-C, we
note the following: We have the constraint g(7) = a— V(%)
and Lagrangian

q(A) = inf Cg(Zo) — AV (Zo) + Aa,

€M mix

13)

which is a concave function in A and where we will show
later that the infimum is attained by some 7wy € Ilix. Then
a — Vg™ € 9g(A). Hence, if V™ < « then A < A\* and
A > \* otherwise. A graphical illustration is given in Fig. 2.
Exploiting this structure, we propose to solve Problem (12)
via the following auxiliary bilevel program
min A\
AER>
subject to 7y € argmin, .y Cf (To) — AV (Zo) (14)
Vbﬂ—/\ (‘;I}O) > a,

where we drop the term A« in the first constraint since it is a
constant and does not affect the optimal argument 7).

To establish that (14) is equivalent to Problem (1), we show
that, under mild assumptions, a mixed policy 7, is indeed
attainable for any A € R>(, and that the policy my~ associated
with the optimal solution A* of (14) is the optimal solution to
Problem (1). We divide the argument into three steps.
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1) Attainability of Optimal Deterministic Policies: We first
restrict ourselves to the space of deterministic policies and
aim to find

inf Cg (.i‘o) - )\‘/OTr (i‘o)

welly (15)

Since the problem is an MDP, it is sufficient to consider
deterministic Markov policies, since no deterministic causal
policy can perform better [27, Theorem 3.2.1]. In this case,
the infimum can be easily computed using the recursion

IN(@N) =N (ZN) — by,
Jr(ER) = inf O (Fr, )+
5 (Tr) b 8 ( Tk, uk) 6)

/~ Ji1 (@) T (AT g 11| 2h, ug)-

e

Theorem 4.1: (Attainability of Deterministic Markov Poli-
cies) Given a fixed A € Ry, there exists a measurable
deterministic Markov policy that attains the infimum in (16)
at every time-step k& € [N] and is also an optimal solution to
Problem (15). Furthermore, the resulting J;(-) is measurable
for all k& € [N].

Proof: Define Jg(.’ﬁk) = Cg(iﬁk) — )\Vkﬂ({ik)bk
and J}(Zx) = infrem,, JF(Zx), leading to J§(Zo) =
infﬂ-endm Cg (570) —)\Voﬂ' (i‘o)bo = infﬂ—endm Cg (i‘o) —)\Voﬂ' (jo)
since VT (Zo) is zero if zg ¢ A, i.e., if by is zero. Note that
for any 7 € Iy,

Vi ()b = La () / Y Grs )T (@ | 11 (1))
X
= / Vi1 (Ze41) b1 T(dZ g1 | T, prr(Tre))
X

and VE(En)by = 1a(Zn) TToey La(Ex) = by. We have

Ti(En) = inf CR(En) - AVR(@n)by

wEgm
— In(Fn) — Aby
Je(@r) = inf CF(Er) — AV (Tr)br
= nf o) + [ (c,:ﬂ(m)
mEgm X

- )\Vkﬂﬂ(fikﬂ)bkﬂ))T(dikﬂmka pr(Tr))

= inf [ (Z T
mf k(Zh, pr(Tn))

L S N EN)
X

= inf lk(jk,uk)—l-/:];:Jrl(i‘kJrl)T(di'kJrl|:I~Jk, uk)
ur €U x

where the last equality follows since T(:|Zx,ur) > 0 and

Ji g1 (Zry1) is the point-wise infimum of JI | (Zx41) over

7w € Iy by definition and independent of wy.

To complete the proof, we follow the induction argument
in [29, Prop. 1]. Assume J; ,(-) is measurable and let
F(i‘k, uk) = Kk(i‘k, uk) + f)} J]:+1(.2~3k+1)T(dJ~3k+1|i‘k, uk).
Since i (Zg,ur) and T(Zx+1|Tk, u) are continuous in wuy,
F(Zy,ug) is continuous in wuy for every Zjy [32, Fact 3.9].
Since U is compact, the supremum is thus attained by a
measurable map 1 (-) [33, Corollary 1]. Using the fact that

F(-,-) and pj(-) are measurable, we have that F'(-, u}(+)) is
measurable; since 4 (-, -) is measurable, J}(-) is measurable
[28, Prop. 7.29]. As JX () = In(-) — Aby is measurable, it
follows by induction that J}(-) is measurable and the infimum
is attained by a measurable map i (-) forall k € [N —1]. ®

2) Attainability of Optimal Mixed Policies: Throughout the
remainder of the paper, we denote by C(Z), V(%) the control
cost and safety associated with the maximum safety recursion
(5) and C(&g),V (Zo) the control cost and safety associated
with the minimum cost recursion (3).

Definition 4.2: For a given initial condition g, C(Zg)
bounded, consider the set of performance attainable under any
policy class I' defined as

Pra, = |J {(CF (30), Vi (0))}
el

and the Pareto front Pr; [V(%0),V(Z0)] —

[C(Z0), C(Z0)], is

Pia,)= i C
subject to  (C,V) € Prz,
V >p.

Further, given \ € R, we denote as A-optimal under the policy
class T any policy my € T'y with T’y = {#/ e T : «’ €
argmin, .pCF (Zo) — AVy (Zo) }-

The Pareto front comprises the points in Pr z,, for which no
cost reduction can be achieved without sacrificing safety and
vice versa. Thus, it is monotone non-decreasing by definition
(see also Fig. 3 for a graphical illustration).

Theorem 4.3: (Reduction to Mixed Policies) The Perfor-
mance Set associated with mixed policies P, 7, is the
convex hull of the Performance Set P, ;, of deterministic
causal policies.

Proof: We first show that the performance of any mixed
policy is contained in the convex hull of the Performance
Set Conv(Py z,) of deterministic causal policies. Recall that a
mixed policy is defined as a mixture of deterministic causal
policies. Let m,...,my € Ilg, which are sampled with
probabilities 71,...,mm € Rs>o, where Ziﬂio n; = 1. Let
(C1,V1),...,(Cnm, V) € Pag, be the pairs of control cost
and safety associated with 7, ..., 7. Then the correspond-
ing mixed policy has safety V = Zi]\/:fo n;V; and control cost
C= Ziﬂio n;C;. Hence, (C,V) € Conv(Py z,).

We next show that any point in the convex hull Conv(Fy 3, )
of the Performance Set of Il is associated with a mixed
policy. Let (C,V) € Conv(Pyz,). Since Pyz, € R?, there
must exist two points (C1, Vi), (Ca,V2) € Pyz, associated
to some m,my € Ilg, such that C = nCy + (1 — n)Cy
and V = nV; + (1 — n)Va,n € [0,1]. Defining a policy
Tmix € Imix, consisting of my,my € Ily, which are sampled
with probabilities 7 and 1 — 7, respectively, we obtain a mixed
policy with cost C' and safety V. [ ]

Theorem 4.3 immediately leads to the following.
Corollary 4.4: The Pareto front Py - (p) associated with
mixed policies is convex.



Corollary 4.5: Any point in the Performance Set Pry,; z,

can be attained by mixing at maximum two deterministic
causal policies.
The former follows by convexity of the Performance Set of
mixed policies, whereas the latter has also been observed
in [34] and [35]. In fact, [35] shows that the number of
deterministic policies that need to be mixed for a constrained
MDP is one plus the number of constraints, i.e., two policies
for Problem (1).

Lemma 4.6 (Attainability of Mixed Policies): Fix A € R>g.
Then, there exists at least one measurable \-optimal mixed
policy mx € argmin, . Cf(Zo) — AV{ (Zo) that equals
a A-optimal deterministic Markov policy. Furthermore, any
mixture of A-optimal deterministic Markov policies is a A-
optimal mixed policy.

Proof: By Corollary 4.5, any point in P, 7, can be
constructed using two deterministic causal policies 71,72 €
T4 that are played with some probability € [0,1] and n — 1,
respectively. Then,

infren,, Cf (Zo) — AVy' (o)
= infr, mem,(CH (Z0) — AVG™ (Z0))
+ (1 =n)(C3*(Zo) — AVG™ (o))
= inf en,n(CF* (Z0) — AV (Zo))
+ infr,eny (1 — n)(CF* (Zo) — AV5™(Z0))
= inf ., e, n(CH* (Zo) — AV (Z0))
+ infr,en, (1 — 7)(C5* (Zo) — AVy (Z0)),
= min, en,,7(CF (Zo) — AVy™ (Z0))
+ ming,en,, (1 —7)(C5° (Zo) — AVy™ (Z0)),

where the last two equalities follow from the problem being an
MDP, allowing us to restrict attention to deterministic Markov
policies, and Theorem 4.1. If the minimizing deterministic
Markov policy is unique, i.e., Iy » is a singleton, then the
mixed policy is unique and equals the deterministic Markov
policy. If it is non-unique, also any mixture of A-optimal
deterministic Markov policies yields a A-optimal mixed policy.
Since the minimizing A-optimal deterministic Markov policies
are measurable (see Theorem 4.1), the mixed policy is mea-
surable. ]

Corollary 4.7: Any X-optimal mixed policy has zero prob-
ability of sampling a deterministic Markov policy that is not
A-optimal.

Proof: Let my € Hdm,/\ and m € Ilgy \ Hdm,)u ie.,
Ci(Zo) — MV (Zo) < CF2(Zo) — NVy2(Zo) . Then,
minrer,, Cf (Zo) — A" Vi (Zo)
= ' (Zo) = AV5™ (Zo)
< (G (To) = A"Vg™ (Z0))

+ (L =n)(Cq*(Zo) = A"V (Z0))
whenever < 1, i.e., if there is a non-zero probability of
sampling mo. Hence, whenever there is a non-zero probability
of sampling a deterministic Markov policy that is not \-
optimal, the resulting mixed policy can also not be A-optimal

since sampling any A-optimal deterministic Markov policy
with probability one yields a superior mixed policy. ]

Hmixyi() Hmi‘\.i()

Fig. 3: Illustration of a Performance Set Py, 7, and its Pareto
front Pj

Tmix,Zo "

3) Equivalence of Problems:

Lemma 4.8: (Monotonicity) The safety V"*(Z) and con-
trol cost Cj*(Zo) of the policy 7y € ILy » are monotone
in A € R>. Specifically, if 0 < A < X, then Vj™*(Zo) <
Vo™ (Zo) and Ci* (Zo) < Cg™ (Zo) for all my € Himix x, Tr €
Hmix,)\“

Proof: Given some A > 0,7y € Inix x, we have that

Ci*(Zo) — AV (Z9) = min Cf (&) —

€ nix

AV (Zo).

Hence, any policy with greater safety will be associated with
greater control cost, and vice versa, i.e., for all ™ € Il

Vo' (Zo) > Vg™ (20) == Cg (Zo) > Cg™ (o),
CF (#0) < C3 M (@o) = Vi (&0) < Vg™ (do).

Now consider 0 < A < M,my € Ilyi . Assume, for
the sake of contradiction, that Vg™ (Zo) > V™ (Zo). Then, as
above, Ci* (7o) > Cg™ (Zo) and note that Vj™ (Zo) > 0 since
Vo> (Z9) > V' (Zo) > 0. We then have that

Co™ (Zo )— XVOWF )
0 (Z0) — N'Vg™ (20)
= C”( 0) = AVg (Zo) — (X' = N)V5™ (Z0)
< Co¥ (F0) = AV (Z0) — (N = N)V™ ()
< O™ (Zo) — AV (F0) — (N = Vg™ (Z0)

0" (Z0) —

which is a contradiction.

The symmetric argument leads to the complementary in-
equalities, hence overall V™ (Zg) < V™' (Zo) and CJ* (Zo) <
C’g* (Zo). Since this holds for any 7y € ix x, Ta/ € mix x»
monotonicity follows. [ ]

NVE™ (Fo).

Remark 4.9: A similar argument shows that Lemma 4.8
also holds for Iy, x.

We are now ready to state the equivalence of Problems (1)
and (14).

Theorem 4.10 (Equivalence of Problems (1) and (14)):
Assume that the minimum in (14) is attained by A* € [0,
Then, there exists my» € ILyix a+ such that V™ (Z)
and 7y« is a minimizing argument of Problem (1).

Proof: We assume \* is attained, i.e., the constraints
in Problem (14) must hold. Hence, there exists at least one
A*-optimal policy Ty« € s a+ Which yields Vi (Zo) > .

Exploiting the equivalence of mixed and stochastic causal
policies, let 7 € Il be an optimal argument of Problem
(1) with associated control cost CF (i) and safety V" (o).

00).
>«
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Assume, for the sake of contradiction, that 7y~ is not an opti-
mal argument of Problem (1). Then, CF (o) < C§*" (&o) by
optimality of 7* in Problem (1) and consequently Vi* (Z¢) <
V™" (Zo) by optimality of 7y« in Problem (14).

If there is a A leading to 7* &€ Ilyix x, we must have that
for any 7, 7 € i, with Vi(Z) < Vi (Z0) < VJ (Z0),

G (#0) = AV (&)
& AT (F0) — AV

C§ (Z0) — AVy (o)
CF (#0) — CF (o)

and similarly

which combined leads to
C(%0) — CF (&0) <
Vo (Z0) = Vi (Z0) —

Under these bounds a feasible \ always exists if the Pareto
front is convex, which is indeed the case for mixed policies
by Corollary 4.4.

However, then A\ < A\* by Lemma 4.8. This violates the
assumption that \* is the attained minimum. Hence 7y« is an
optimal argument for Problem (1). ]

Remark 4.11: The equivalence of Problems (1) and (14)
implies strong duality. This is highly surprising, given that
it holds even when the cost functions and safe set are non-
convex.

Interestingly, if the Pareto front Py, z (-) is strictly convex,
then the optimal mixed policy my~ will be equivalent to a
Markov deterministic policy. The reason is that the set of A*-
optimal Markov deterministic policies will become a singleton.

V. ALGORITHMIC SOLUTION

Next, we design an optimization procedure to solve Problem
(14) and provide conditions to check feasibility.

A. Feasibility Check and Boundary Solutions

Following [4], one might first check the feasibility and
triviality of Problem (1), where by the latter we mean that
the minimum control cost policy is safe enough. Therefore,
one might run recursions (3) and (5) and check whether the
respective policies meet the desired safety level «. If the policy
associated with the maximum safety recursion (5) yields a
safety less than «, then Problem (1) is infeasible. If the policy
associated with the minimum cost recursion (3) yields a safety
of at least «, then it is optimal in terms of Problem (1) and
there is no need to solve Problem (14).

Note that the policies associated with (3) and (5) are not
necessarily unique and the recursions either only optimize for
control cost or safety, respectively. However, it is still desirable
to recover a preference for policies that, e.g., yield higher
safety at the same control cost or lower control cost at the
same safety. Therefore, the following Proposition is useful (see
also Fig. 4).

Vﬂ'
C‘n’

« ™

Fig. 4: In the left plot, we can choose from policies which
have a safety arbitrarily close to « and a control cost of C' or
a policy that attains « but at cost C'+ 6, § > 0. Then, for any
A, there always exists a policy 7 with safety close enough to
« such that it is not optimal to incur the additional cost J, i.e.,
A(a— V™) < 4. The right plot depicts a similar border case.

Proposition 5.1: (Border Case Suboptimality) Take any
A > 0. Then,

C™(Z9) — C(Z0) < AV™(Z0) — V(Zo)),

which goes to zero as \ goes to zero. Moreover, if C() is
bounded. Then,

_ Clao) — O™ (7

V(o) - V™ (3) < SN ZCT )
which goes to zero as A goes to infinity.

Proof: To show the first statement, fix A > 0. By )

being A-optimal, we have

C™(Zo) — AV™(Z0) < C(Z0) — AV (Zo).

Rearranging above equation yields the bound. Taking A to
zero, convergence to zero is guaranteed since V7™ (o), V.(Zo)
are bounded between zero and one. For the second statement,
by 7 being A-optimal we have

C™ (Zo) — A\V™(Zo) < C(Z0) — AV (Zo)

Combined with V(%) > V™ (%), we have C(io) >
C™ (Zy). Rearranging above equation yields the bound, which
goes to zero with \ going to infinity since we assumed C(Zo)
to be bounded and C(Zy) > C™ (Zo) > 0. [

Most oftenly, however, the maximum safe policy is too
costly and the minimum cost policy not safe enough, leading
to a trade-off. We do not explore this trade-off much, but aim
directly for a solution that attains the minimum cost at the
required safety.

B. Bisection Algorithm

Let A\* be the optimal solution to Problem (14) and recall
that any associated A*-optimal mixed policy is constructed
from a set of A*-optimal deterministic Markov policies. Con-
sider 7y, my € Ilgym »~, sampled with probabilities p,1 — pu,
respectively. Then, the safety of the corresponding mixed
policy Tuix is Vi™ (o) = uVi (z0) + (1 — ) V™ (o). For
A* to be the optimal solution to Problem (14), we must have
Vo™ (z0) > «, and hence there must exist at least one policy
7 € Ilgm 2+, Which has a safety of at least a.

Now, by optimality of Problem (14), for any A € Rxg
with A < A*, we have that V™ (z() < «. This implies that
there does not exist ™ € Ilym » with V" (xo) > «. Otherwise,
choosing mpix to sample m with probability one would yield
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Fig. 5: Performance sets P, z, (bordered set) and its convex
hull P s, (grey set), as well as the performance of the
respective policies A, X (black stars) and the optimal interpo-
lation mix according to equation (17) (red star). The variable
A defines the optimization direction. The DP recursion returns
the optimal policy in the performance set in this direction.
Along the outer loop iterations A\ approaches .

a feasible mixed policy. On the other hand, for any A\ with
A > \*, every \-optimal deterministic Markov policy has a
safety of at least ¢, since there exists a policy in Ilgm A~ with
a safety of at least o (Remark 4.9).

Hence, based on two policies my € Ilym,x and 75 € I, 5,
we can construct a mixed policy with safety greater or equal
to o, as assigning probability one to 75 and zero to my
is always feasible. Ideally, one would assign an as high as
possible probability measure to 7y, since it is associated with
a lower control cost (Remark 4.9). This is achieved by linearly
interpolating between m) and 7y in such a way, that, in
expectation, we obtain a safety of exactly o = mVOﬂX(:iO) +
(1 — px)Vy *(Fo) (see Fig. 5). This in turn can be achieved
by the policy

. s a—V, > (&)
X th probabilit =
Tmix = ﬂ-)\ W PrObAbIly pX Vo k(io)*vo A(iO)7 (17)

my  otherwise.

Following [4], we propose a bisection algorithm to shrink

bounds [\, A] on A*. Recursions (3) and (5) allow us to provide
an initial range [\, Ainit) Of values for A\*.

Proposition 5.2 (Bounds on X*, [18]): The value Ai@ 0
always yields a lower bound on A\* € R>q. Assume C(Zo)
is bounded and V' (Zy) > « and choose A = %

Then, the policy 7y achieves a safety greater than a.

Note that in [18] this guarantee is given for deterministic
Markov policies. However, since any Xinn—optimal mixed pol-
icy can be constructed by Xinit—optimal deterministic Markov
policies, A is a feasible, yet not necessarily optimal solution
to Problem (14).

Starting with the range provided in Proposition 5.2 we
can now solve for A\* using bisection, shrinking the bounds
A < A* < \. The bisection algorithm picks A in the middle
of the interval [\, \], then sets A as the upper bound if it is
greater than \*, and the lower bound otherwise, halving the

interval. The test whether A is greater or lower than \* is

performed by evaluating V™ and comparing it with « (see
Lemma 4.8 and recall Fig. 2). Mixing the associated policies
my and 7y as described in (17) yields a mixed policy, whose
suboptimality to the solution of Problem (1) converges to zero
at least exponentially over the number of bisection steps.

Theorem 5.3 (Suboptimality Bound, [18]): Let the bisec-
tion algorithm be initialized with [); ., Ainit]. After M bisection
steps, the supoptimality of the policy constructed in (17)
compared to the solution 7* € II of Problem (1) is bounded
by

Cgm (#0) = C§ (#0) <px(1—px) A= X) (Vg™ (&0) = Vg *(d0))

N\ -
S 0.25 <2) ()\init - Ainit)'

The process is summarized in Algorithm 1, which runs the
bisection algorithm until a prescribed suboptimality gap A is
attained, which is guaranteed to be achieved in finitely many
iterations by Theorem 5.3. The computational performance is
thus mainly determined by the inner loop, which is solved
using DP. For continuous state and action spaces, the value
function has to be approximated, e.g., by using gridding or
basis functions [28], [36], [37]. Note that our results trivially
extend to the case of finite state or input spaces.

Algorithm 1: Joint Chance Constr. Optimal Control
Data: X, U, T, N, Zg,a, A

/* Check border cases */
V(o) < Maximum safety recursion (5);
V(Z9) + Safety of minimum cost policy, (3) and (4);
if V(%) < a or V(%) > o then

| Use method in Proposition 5.1
end

—_

/* Run recursion */
A <0, X < )\ « Proposition 5.2 ;
while true do
pyx, < Equation (17) ;
5 px(1 — pR) (X — N)(Vy™ (o) — Vi (@0)) +
if 6 < A then
‘ return p, mx, Ty
end
Vo™ (Z0), 7 < Theorem 4.1 ;
if Vi (%0) < « then
| Ae s
else
‘ A
end
A TN+ A) 5

end

VI. NUMERICAL EXAMPLE

We compare our algorithmic solution to the one proposed
by [4] that relies on Boole’s inequality to break the time cor-
relation introduced by the joint chance constraints. Following
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Fig. 6: Trajectories of 150 Monte Carlo simulations of the
quadcopter in Example 1. The white area denotes the safe
set A, while the grey region should be avoided. The black
circle denotes the initial state, the black circle with the cross
the origin, which serves as the target state with zero stage
cost. Blue curves denote safe trajectories, while red curves
denote unsafe trajectories. The left plot shows the results for
the policy of [4], the right plot the policy obtained by the
recursion in Theorem 4.1. Despite the different behaviour, both
policies provide the same safety probability of 0.9; the one on
the right, however, attains a lower average cost.

™

[4], the application of Boole’s inequality P (zo.n € A) >
- PZ, (x) € A°) to Problem (1) leads to the following
Lagrangian dual

N—-1
. [@v(xm +3 Mww]
B k=0 (18)
N
+A (ZP(wk EAC)—l—l-a) ,
k=0

which displays a stage-wise decomposition structure. This
allows the direct application of Dynamic Programming to
compute the infimum, by using the terminal and stage-cost

On(zn) =Cn(zn) + Al ae(zn),
O (@r, ur) = L (2, up) + AL ae(x).

We compare this approach to the one proposed here via
two examples on quadcopter trajectory planning and one
example on fishery management. The code used to gen-
erate the results is available at https://github.com/
NiklasSchmidResearch/JCC_opt_control.git.

19)

Example 1 (Quadcopter Trajectory Planning I): We con-
sider a quadcopter with state z;, € X = [-25,25] x
[—25,25] that would like to minimize its cost defined as
(v, up) = xfxy, for k € [20], while staying in the
set .4 with a predefined probability. We consider an Euler
discretized unicycle model with constant speed of 3, given
by zp41 = xp + 3 [cos(u) sin(u)]T + wy, where wy, =
N([00]T, diag(5,5)) is an additive disturbance, u € [0, 27] is
the input, and zg = [13 13}T.

We grid the space space into 50 x 50 discrete states and 8
discrete inputs to compute two policies: one by solving (19)
with A = 8205 and the other by solving (16) with A = 12645,
where the respective A-values have been obtained by running
Algorithm 1 with the respective DP recursions (19) and (16);
the resulting policies are shown in Fig. 7. Over 150 Monte
Carlo runs (Fig. 6) both policies result in a safety probability

of 0.9, however the policy developed in this work achieves
a lower average cost of 7260 vs. 7580. This is because the
policy from [4] tends to leave the restricted area as fast as
possible after entering it. On the other hand, our policy keeps
transitioning through the restricted area once it enters, since as
soon as the trajectory is tagged as unsafe the policy only aims
to minimize the expected cost. This difference is due to the
structure of the DP recursions employed by the two algorithms.
In our DP recursion (see Theorem 4.1) we enforce a one-time
penalty of A the first time the trajectory runs unsafe but not
thereafter, while in (19) the policy incurs a penalty of A for
every time step that the state is outside the safe set.

Example 2: (Quadcopter Trajectory Planning II) The set-
ting is adapted from Example 1, with all parameters remaining
the same, except for the unsafe set that is now placed in the
middle of the state space so that the cheapest states are unsafe
and the initial state being o = [19 19]T (see the left plot
in Fig. 8). To compare our DP recursion in Theorem 4.1 with
that in [4] we evaluate the Pareto fronts of the two recursions
by varying A € [100,10°] (see the right plot in Fig. 8). We
compare

o (Dashed): Evaluating the policy via Theorem 4.1 and its
associated safety via (4) (our approach).

o (Dash-Dotted): Evaluating the policy via (19) and its
associated safety via (4). Compared to the dashed graph,
this shows the conservativeness introduced by Boole’s
inequality in the DP recursion (19).

o (Dotted) Evaluating the policy via (19) and its associated
safety via Boole’s inequality [4]. Comparing the dotted
with the dash-dotted graph yields the conservatism of
Boole’s inquality for evaluating the safety of a policy.
Comparing the dotted with the dashed graph yields the
performance difference between the approach by [4] and
ours.

Clearly, the dashed graph dominates the dash-dotted graph,
which in turn dominates the dotted graph, showing the ef-
fectiveness of our approach in reducing conservatism. For
A = 0, all methods are expected to generate policies that
achieve the minimum achievable cost, as constraint violations
are not penalized. This can be seen by the dashed and dash-
dotted graph converging for small probabilities (the dotted plot
achieves this cost at negative safety probabilities).

Interestingly, the Pareto fronts might not necessarily con-
verge for high values of \. Consider the fictitious example
with two policies 71, w3, where 7 is the safest policy and has
a probability of 0.1 to become unsafe at the first time-step and
zero otherwise, and 7o has a probability of 0.2 to be unsafe
at the very last time-step and zero for all other time-steps. Let
N = 3. Even if CJ*'(Z9) = CJ*(&¢), the DP recursion in [4]
will prefer policy mo for any A > 0 since the incurred penalty
will be 0.3\ and 0.2\ for policy m; and w9, respectively.
Thus, although 7; might be the safest policy, it will never
be considered optimal in [4], even for arbitrarily large A. In
our example, this can be observed by the graphs approaching,
but never really touching each other for higher safety values.
The only exception is when a safety of one is attainable since
the conservatism of Boole’s inequality converges to zero as
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Approach by [4]

Our approach

Fig. 7: Optimal inputs at time-step k = 0 associated to the recursion in (19) (left) and 7y (middle for b, = 1 and right for
b, = 0) for Example 1. Safe states are marked white, unsafe states grey. The initial state is marked with a black circle.

the safety approaches one. However, if we aim for lower
requirements on safety, or if the highest achievable safety is
far enough from one, the conservatism becomes significant.
This can especially be observed for small safety values, e.g.,
to guarantee a safety of 0.1, the approach by [4] proposes a
policy with cost 4113, while the DP recursion (19) is able to
compute a policy with cost 3330 and our algorithm finds a
policy with cost 1522.

We also tested Algorithm 1 using a desired safety of @ =
0.6 and a suboptimality bound of A = 107%. The desired
optimality was achieved after 20 iterations. For the approach
in [4] we ran a fixed number of 30 iterations. Our approach
returned a policy with cost 4122 compared to 5822 using the
approach in [4].

6,000

is imposed by the government and described by
T
C(xg, ur) = max {&ka, (5kuk0f} ,

where d; ~ N (1.1,0.04) is a variability in the catch with
0k > 0, ug, € [0,1] our input variable denoting catch effort, C
the maximum catch, and L the biomass limit of the reservoir.
The recruitment function is described by

x Tp —
R(zg) = ap, (1 - fk) sgm ( kgz K

where the term (1 — /L) models decline in recruitment with
saturation of the reservoir. The sigmoid sgm(x) = H% has
been added here to introduce a bifurcation in the dynamics
and could model a rapid decline in recruitment when the
population becomes too small.

of ,F

o 2 __“o"‘/ // We use L = 40, M = 10, u = 20, 0 = 5. Empirically, using
T 18 5 4,000 ":‘;-" 7/ Monte Carlo simulations, we found that the fish population is
g : Unsafe S 2000 // at almost zero probability of recovering whenever the biomass
$15 Saf o ’ - gets below 13 units, even if we stop fishing. Our goal is to

> i . . . . .
o5 Uns%fee L < catch as much fish as possible within 100 time-steps, while
25 15 5 5 15 25 0 0204 06 0.8 guaranteeing a probability of at least o = 0.75 to preserve at
x-coordinate Safety least 13 units of biomass in the reservoir throughout. We define

Fig. 8: The left plot shows the safe (white) and unsafe (grey)
regions of the state space and the initial state (black circle)
in example 2. The right plot shows the Pareto fronts when
using our algorithm (Dashed), our algorithm but replacing the
DP recursion with (19) (Dash-dotted), and when using the full
approach in [4] (Dotted). In fact, the dotted graph continuous
to negative probabilities due to convervativeness of Boole’s
inequality.

Example 3 (Fisheries Management): We adapt the fisheries
management example from [38], which uses the model from
[39]. The evolution of fish biomass in a reservoir xj is
described by

Thy1 = (1 — vk)xk + 'ykR(xk) — C(xk,uk),

where R(-), C(-,-) are functions representing recruitment and
catch, vy ~ N(0.2,0.01) the natural mortality rate and v ~
N(1,0.36) variability in the recruitment. The catch function

X = [0,60] and discretize the state space into 60 discrete
states, the input space & = [0,1] into 5 discrete inputs and
use A =107,

Due to the conservatism of Boole’s inequality, a solution to
this problem would be infeasible in [4]. However, to allow for
a comparison with our results, we again run our algorithm,
replacing our DP recursion with equation (19). The policies
computed this way and with our method are depicted in Fig. 9.

Intuitively, the less fish remains, the less aggressive the catch
effort. Interestingly, however, our approach tends to fish more
aggressively early on and the policy generated by [4] tends
to fish more aggressively towards the end. The reason is that
both methods aim for maximum catch with a certain risk of
a population crash. However, while we penalize violation of
constraints once, the penalty is repeated and accumulated in
recursion (19) used by [4]. Hence, our method tries to exploit
situations in which the population has high risk of crashing
and tries to fish whatever remains, while the approach by [4]
waits until the end to avoid accumulating a penalty of A many
times and then purposely crashes the population to maximize
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Fig. 9: Optimal policies for our fisheries management Example 3 using the approach in [4] (left), our approach (middle,
showing 7 for the case by = 1), and their difference (right plot). In the left two plots, the lighter the color, the higher the
catch effort. In the right plot, the higher the catch effort difference the lighter the color, where positive values mean that our

approach advertises a higher catch effort than that in [4].

catch. Overall, our method allows for a higher catch of 112.9
units compared to 102.3 units at a safety of 75%.

In comparison with [4] our algorithm tends to be computa-
tionally slightly more efficient. The reason is that the policy
associated with the minimum control cost in (3) is applied
until the end of the time horizon whenever by is zero, which
is independent of A and precomputed by the border case check.
Thus, when A is updated via bisection, it suffices run the DP
recursions over states which have by = 1, which only exist
within the safe set A. In [4], on the other hand, the policy
has to be reevaluated for all states in the state space X as A
changes.

VIlI. CONCLUSIONS AND FUTURE WORKS

We consider the problem of optimally controlling stochastic
systems subject to joint chance constraints over a finite-time
horizon and proposed a Dynamic Programming scheme to
solve for the respective optimal policy. Our analysis reveals
interesting insights about this class of problems and uncovers
a behaviour of the optimal policy induced by Problem (1),
that may be controversial for many applications. Indeed, in
practice one would avoid to play actions that are known
to likely lead to constraint violations, no matter the cost.
However, Problem (1) just considers safety and cost in ex-
pectation, meaning over infinitely many trials starting from
the initial state. This is in line with our introduction of a
binary state and mixed policies, which deliberately fail on
constraints to achieve a cost reduction in expectation. On the
other hand, trying to avoid deliberative failure by adding a
constant penalty for unsafe states, as implicitly done in [4],
is not solving Problem (1) to optimality and, furthermore,
not necessarily generating a meaningful behaviour either. The
desired behaviour of a policy within the unsafe region of the
state space is highly application dependent and often requires
another problem formulation than Problem (1). Specifically,
Problem (1) is tailored to applications which reset the system
state to the initial state after NV time-steps, played infinitely
often, and where constraints become redundant once they are
violated, e.g., because an unrecoverable event is triggered. The
formulation of an alternative problem that fits larger classes
of application scenarios remains an open question and will be
the focus of future work.
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