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Alpha-Fair Routing in Urban Air Mobility with Risk-Aware Constraints
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Abstract—In the vision of urban air mobility, air transport
systems serve the demands of urban communities by routing
flight traffic in networks formed by vertiports and flight
corridors. We develop a routing algorithm to ensure that the
air traffic flow fairly serves the demand of multiple commu-
nities subject to stochastic network capacity constraints. This
algorithm guarantees that the flight traffic volume allocated
to different communities satisfies the alpha-fairness conditions,
a commonly used family of fairness conditions in resource
allocation. It further ensures robust satisfaction of stochastic
network capacity constraints by bounding the coherent risk
measures of capacity violation. We prove that implementing
the proposed algorithm is equivalent to solving a convex
optimization problem. We demonstrate the proposed algorithm
using a case study based on the city of Austin. Compared with
one that maximizes the total served demands, the proposed
algorithm promotes even distributions of served demands for
different communities.

I. INTRODUCTION

Urban air mobility (UAM) aims to provide sustainable and
accessible air transport services at low altitudes in metropoli-
tan areas [1], [2]. Recent advancements in electrification, au-
tomation, and digitalization have enabled many technological
innovations for aviation, such as those for electric vertical
take-off and landing aircraft, unmanned aerial systems, and
automated air traffic management. Together these innovations
will facilitate a wide range of urban aviation tasks, such as
passenger mobility, goods delivery, and emergency services.

One challenge in UAM is to allocate limited and uncertain
amounts of network resources fairly to different flights. On
the one hand, the capacity of the transportation network
in UAM, defined by its vertiports and flight corridors, is
both limited—due to construction budget [3], noise pollution
regulations [4], and safety concerns for navigation [5]—and
uncertain—due to stochastic weather conditions, dynamic
obstacles [6], and emergencies. The air traffic routed through
the network must robustly satisfy these uncertain capacity
constraints. On the other hand, the network must support
flights between multiple origins and destinations to serve the
demands of different user groups.

The existing methods for air traffic management with
fairness considerations mainly focus on allocating delays
fairly among different flights. These methods allocate delays
to different flights by minimizing certain deviations from a
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target allocation [7], [8], [9]. This target allocation typically
satisfies certain desired principles, such as the ration-by-
distance principle, which prioritizes flights according to their
flight distances [8], [9], or the ration-by-schedule principle,
which preserves the first-scheduled-first-served ordering of
flights [10]. Different planning methods minimize different
deviation functions, such as the amount of overtaking and
number of reversals in the ordering of flights [11], [12],
the amount by which the total delay exceeds the maximum
expected delay along a route [10], [12], the proportion
of the total delays allocated to an airline divided by its
peak requests [13], [14], and the lexicographical worst-case
deviation among different flights [15]. Recent results in UAM
also consider fairness under uncertainties [16].

However, these existing methods focus on fairness among
the service providers, such as different airlines, rather than
fairness among service receivers, such as users from different
communities. In particular, they seek fair distribution of flight
delays based on the flight distances [8], [9] or the schedules
requested by different airlines [10], not the origin and des-
tination of the flights. In the context of UAM, a paramount
question regarding how to ensure fairness in serving the
demands of multiple user communities—which is among the
largest barriers to UAM’s community acceptance [1], [2]—is,
to our best knowledge, still an open question.

We develop a routing algorithm for UAM to fairly serve
the demands of different communities subject to stochastic
network capacity. This algorithm has two key features. First,
it ensures that the air traffic volume serving the demands
of different communities satisfies the alpha fairness con-
ditions, a general class of fairness conditions in resource
allocation that includes many different fairness notions, such
as proportional fairness, total delay fairness, and max-min
fairness [17], [18]. Second, it ensures robust satisfaction
of stochastic capacities constraints of vertiports and flight
corridors by bounding the coherent risk measures of capacity
violation. We prove that implementing this algorithm is
equivalent to solving a convex optimization problem with
conic constraints. We demonstrate this algorithm using a case
study based on the city of Austin. Compared with one that
maximizes the total demands served, the proposed algorithm
consistently promotes even distributions of demands served
for different communities.

II. ALPHA-FAIR ROUTING IN URBAN AIR MOBILITY

We introduce the alpha-fair routing problem in urban air
mobility (UAM). The idea is to maximize the total utility
function of the services in the form of payloads allocated to
different communities subject to network flow constraints.



Throughout, we use the following notations. We let R,
R>o, and N denote the set of real numbers, nonnegative
real numbers, and nonnegative integers, respectively. We let
0, and 1,, denote the n-dimensional zero vector and all 1’s
vector, respectively. Given ni, ny € N, we let [n1, no] denote
the set of integers between n; and ns. We let A, C R"
denote the n-dimensional probability simplex.

A. Nodes, links, and routes

We model the transportation network using a directed
graph G composed of a set of nodes N' = {1,2,...,n,},
each of which corresponds to either a vertiport or a waypoint
that marks the intersection of multiple flight corridors, and
a set of links £ = {1,2,...,n;}, each of which corre-
sponds to a flight corridor. Each link is an ordered pair
of distinct nodes, where the first and second nodes are the
“tail” and “head” of the link, respectively. A route is a
sequence of links connected in a head-to-tail fashion. We
let R = {1,2,...,n,} denote a set of routes, which does
not necessarily contain all possible routes in G. We will also
use the notion of community. Each route serves the demands
of one or several of the total of n., € N communities.

B. Incidence matrices

We encode the topology of a graph G using the notion
of incidence matrices, which, depending on its definition,
describes which nodes each link connects, which links each
route contains, and which communities’ demands each route
serves. In particular, we describe the incidence relationship
between nodes and links using the node-link incidence matrix
E € R™>*™_ The entry F;; in matrix E is associated with
node ¢ and link j as follows:

1, if node 7 is the head of link 7,
E;; = ¢ —1, if node i is the tail of link j, (D

0, otherwise.

Similarly, we describe the incidence relationship between
links and routes using the link-route incidence matrix F' €
R™>"r_ The entry Fj; in matrix F is associated with link ¢
and route j as follows:

F— 1, if rOutef j contains link 4, o
0, otherwise.

Finally, we describe the incidence relationship between com-
munities and routes using the community-route incidence
matrix [/ € R"*". The entry H;; in matrix H is associated
with community ¢ and route j as follows:

. 1, if route j serves the demand of community 7,
* 0, otherwise.

3)
C. Balanced flow constraints

To ensure that the number of vehicles at each node is
balanced, the total number of incoming vehicles must match
the number of outgoing vehicles at each node. We denote the
number of aircraft vehicles on different links per unit time

using the vehicle flow vector y € R™. In particular, the entry
[y]x in vector y denotes the number of vehicles that use link
k. We formulate this constraint as follows:

Ey:onnvyzonp (4)

If the constraint in (H]) is violated, the vehicles will start to
accumulate at some nodes, which cause unwanted crowding.

D. Vehicle capacity constraints

Whenever multiple routes share an overlapping link, the
amount of payload transported on each route is jointly
constrained by the number of vehicles scheduled on the
overlapping link. To model this constraint, we first define
the payload flow vector z € R™ such that z; denotes the
number of payloads transported along route . Next, based on
the link-route incidence matrix in , the vehicle flow vector
and the payload flow vector jointly satisfy the following
constraint:

Fz<y, 2> 0,,. )

E. Node and link capacity constraints

To ensure collision-free operation, the number of vehicles
on each link and node must be bounded. To model these
constraints, we let ¢ € R;"é and d € RZ’O denote the nominal
node and link flow volume, respectively. In particular, the
values of ¢; and d; denote the maximum number of vehicles
that enter node ¢ and link j, respectively. Furthermore, we
define a weighting matrix K € R"*™ guch that K =
max{E,0} ie., each element in K is the elementawise
maximum of the corresponding element in matrix £ and
zero. Based on these matrices, we define the following node
and link capacity constraints:

Ky<(l1+e€)c,y<(1+e€)d, (6)

where € € R>q is a tolerance parameter. The constraints in
(6) state that the number of vehicles on each node or link
does not exceed the corresponding nominal value by more
than 100e percent.

FE. Alpha-fair routing problem

Given the network constraints, we aim to route the
air traffic to serve the demands of multiple communities.
Throughout we assume each community has sufficiently
high demands and we aim to maximize the demands we
serve for each community without violating network capacity
constraints. To this end, we introduce the alpha-fair routing
approach, which determines the amount of payload allocated
to each community via optimization. Let z € RZ$, denote the
community demand vector such that zj, denotes the payload
demand we allocate to community k. The idea of alpha-fair
routing is to find an optimal allocation * € R™ by solving
the following optimization problem:

maximize

ximize Y7, (@)
subject to Ey=0,,,z=Hz, Fz <y, 7)

Ky<(1+4e¢c,y<(1+e)d,
Yy 2> 0pyy 220,



where @ € [0,00) is a fairness parameter, and 1), is the
a-utility function defined as follows

log(zg), ifa=1,
k) =4 o @®)
V(o) { : ifa>0al.

1-a”

The goal of optimization is to find an optimal payload

allocation that satisfies a set of fairness condition. In partic-

ular, let 2* € R™ be optimal for optimization (7). Then one

can prove that, for any x € R™ such that (x,y, z) satisfies

the constraints in for some y € R™ and z € R"", we
must have

Ne
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The conditions in (9) are known as the a-fairness conditions
[17]. They include many popular notions of fairness in the
network resource allocation literature, including proportional
fairness, total delay fairness, and max-min fairness. We refer
the interested readers to [17, Sec. 2.4] and the references
therein for further details on alpha-fairness.

IIT. RISK-AWARE ALPHA-FAIR ROUTING

One drawback of the routing problem in (7) is that it
ignores the effects of uncertainty in air mobility. In the
following, we introduce a variation of the routing problem in
that accounts for uncertain network capacity, which oc-
curs due to, for instance, weather conditions and emergency
shutdowns. To this end, we denote the capacity parameter
as w = [cT dT}T. Furthermore, we make the following
assumption on w.

Assumption 1. The parameter vector w = [c" dT]T is
a discrete random variable with N € N possible outcomes.

P i T T TN
Its sample space is given by {w' = ()T (@)T] L,
where ' € R} and d* € RY, for all i € [1, N].

In the following, we will discuss how to modify the
capacity constraints in (6) and the corresponding routing
problem in (7) under Assumption

A. Alpha-fair routing with risk-aware constraints

If (¢,d) = (c',d") for some i € [1,d], then the capacity
constraints in (6) is equivalent to a constraint on the optimal
value of a linear program. In this case, one can show that
(6) is equivalent to

hp < e, (10)

where 17 € R is the optimal value of the following linear
program

min}imize h;

subject to Ky < (1+ hy)c, y < (1 + hy)di, h; > 0.

(1)

To see the equivalence between () and (10}, notice that (6]
implies that h; = e satisfies the constraints in (TI), hence
(I0) must hold. On the other hand, if (I0) holds, then letting
h; = h} in the constraints in (TI) implies that (G).

To constrain the capacity violation under Assumption
we define a scalar-valued random variable n with a finite

sample space {h},h3,...,h%}, where h} is the optimal
value of the deterministic linear program in (TI). In addition,
we introduce a family of functions, denoted by ps : R™ — R
for some parameter 6 € (0, 1), such that

ps(y) = max ¢ h*, (12)

q€Q(9)

where set Q(9) C Ay is a closed and convex set that satisfies
the following assumption.

Assumption 2. There exists p € An and a closed, convex,
and proper function gs : RY — R U {oco} such that gs(p) <
0 and Q(8) = {q € RV|gs(q) <0} N Ay. Furthermore,
95, (q) > g5,(q) for all g € Ay and 0 < §; < Jy < 1.

Function g5 provides a coherent risk measure of random
variable 7). In particular, the representation theorem states
that a coherent risk measure of a random variable n—which
is characterized by the monotonicity, translational invari-
ance, positive homogeneity, subadditivity properties [19]—
is equivalent to the maximum expectation of this variable
over a convex and closed set of probability distributions
[19, Prop. 4.1]. Hence, under Assumption [2| (IZ) implies
that gs(y) is is a coherent risk measure of 7, where § €
[0,1] is an uncertainty parameter: the volume of set Q(9)
increases as ¢ increases. Many common risk measures satisfy
Assumption [2| See Appendix for some examples.

Based on function (I2)), we propose to replace the stochas-
tic constraint in (6) with the following:

os(y) <e. (13)

Under Assumption (I} if Q(d) = {p}, then implies that
the constraints in (6) only hold in expectation. On the other
hand, if Q(6) = Ay, then (I0) holds for all ¢ € [1,d]. By
ranging ¢ within the interval [0, 1], the constraint in (I3)
ensures different tradeoffs between a risk-neutral and a risk-
averse variation of the stochastic constraints in (6).

By replacing the constraints in (6) with its risk-aware
variation in (IZ), we obtain a risk-aware variation of the
routing problem in (7)), given as follows:

maximize Y ;< Yr(zk)
l‘,y,Z

subjectto Ey =0, ,z=Hz, Fz <y,
p5(y) g €, y 2 07”7 z Z On,n

B. Simplification of risk-aware constraints

(14)

Optimization (T4) seems challenging to solve: it contains
an outer layer optimization over the network flow variables
and an inner layer optimization that comes from the defini-
tion of the coherent risk measure in (I2). In the following,
we show that this nested two-layer optimization is equivalent
to a single-level convex optimization using duality theory. To
this end, we make the following assumption on set Q in (T2).

Assumption 2] states that set Q is the intersection of the
sublevel set of a convex function and the probability simplex.
Many popular risk measures—such as the conditional value-
at-risk, entropic value-at-risk, and total variation distance—
satisfy this assumption. See the Appendix for the detailed
formula of some popular risk measures.



Based on Assumption [2] the value of the coherent risk
measure in (I2) is the optimal value of not only the maxi-
mization problem in @, but also its dual problem, as shown
by the following proposition.

Proposition 1. Suppose that Assumption[I|and Assumption 2]
hold. Given 6 € (0,1) and y € RY, the value of ps(y)
equals the optimal value of the following optimization prob-
lem
minimize  A\gj(fw) — v
w,\,v,h
subject to Ky < (14 h;)

¢y < (1+h)d, h >0y,
w—viy >h A>0,i

€ [1,N],

(15)
where g5 : RY — RU{oo} is the convex conjugate function
of gs, i.e, g5(w) = sup, q"w — gs(w) for all w € RV,
Furthermore, we define 0 - g} (3w) := oo for all w € RY.

Proof. We first show that the dual problem of the optimiza-
tion in (I2) is as follows:

minmize  Agj(fw) — v
VW

(16)
subject to w —vly > h*, A > 0.

Notice that we implicitly assume that A > 0 in (T6). The La-
grangian of optimiztaion (T6) is given by L(w, \,v,q,0) =
Ag;(Fw)+q" (h* +v1y —w) — oA — v.. The dual problem
of optimization (T6) is as follows:
maxmize m)i\n L(w,\,v,q,0)
0,0 w A

(17)
subject to ¢ > Opn, 0 > 0.

For any A > 0, we can show that

min Ag%*(%w) —q"w=—max\g"u— Ags(u) = —Ags(q),
where the last step is due to the fact that (g5)* = gs when
gs under Assumption [2] [20, Thm.12.2]. By using (18) we
can show the following:

min L(w, A, v, q,0)

= rglin ~Xgs(q) +q" (W +viy)—aX—v

(19)
_ q"h*, if gs(q) = —0, ¢ 1n =1,
—o00, otherwise.
Substituting (T9) into (I7) gives
maxmize ¢'h*
(20)

q
subject to  ¢' 1y =1, ¢ >0, g(q) <0.

Notice that, under Assumption 2] optimization (20) is ex-
actly the optimization in (I2Z). Since Assumption [T] and
Assumption 2] together imply that optimization (20) is strictly
feasible if ¢ = p, we conclude that optimization (T6) and
optimization (20) have the same optimal value.

Finally, suppose that (w, A, v) satisfies the constraints in
optimization (I6). Since h* satisfies the constraints in (TT))
for all ¢ € [1,N], (w, A\, v, h*) satisfies the constraints in
optimization (T3). Next, suppose that (w, A, v, h) is optimal

for optimization (I3). Since h} is the optimal value of
optimization (II)) for all ¢ € [1, N], we necessarily have

w—vliy>h>h*

Hence (w, A, v) satisfies the constraints of optimization (T6).
Therefore there exists i € R™ such that (w, A, v, h) satisfies
the constraints in optimization (I6) if and only if (w, \,v)
satisfies the constraints in optimization (I3)). Since optimiza-
tion (T5) and optimization (I6) have the same objective
function, we conclude that the optimal values of the two
optimization problems are the same. O

Proposition [T] shows that any upper bound on the coherent
risk measure in is an upper bound on the optimal value
of a convex minimization problem. Based on this observa-
tion, the following proposition shows that one can merge said
minimization together with the outer-layer maximization in
(T4) by introducing additional variables and constraints.

Proposition 2. Suppose that Assumption [I] holds. Optimiza-
tion (T4) is equivalent to the following optimization problem

maximize > <, Yr(zk)
z,Y,2,0,\,V,h
subjeCl‘ to Ey:Onn,I:HZ, FZ§y7

Ky < (1+h)c', y < (1+h)d’,
w—viy>h,y>04,,22>0,, h>0y,
Agj(Fw) —v <e A>0,4i€[l,N].

21

Proof. If (x,y,z,w,v, \, h) satisfies the constraints in 1)),
then (w, A, v, h) satisfies the constraints in (T3). Furthermore,
Proposition (T)) implies that

€ > Mg (zw) — v = ps[Cp(y)].

Hence (z,y,z) satisfies the constraints in (T4). On the
other hand, if (z,y, z) satisfies the constraints in (I4), then
Proposition |1| implies that there exists (w, A, v, h) such that

Ags (5w) — v = ps[Cp(y)] < e

In other words, (x,y,z,w, A\, v, h) satisfies the constraints
in ZI). Therefore, (x,y, 2) satisfies the constraints in (T4) if
and only if there exists w, A, v, h such that (z, y, z, w, \, v, h)
satisfies the constraints in (21). Since optimization (T4) and
(27) have the same objective function, we complete the proof.

O

(22)

(23)

Proposition [2] shows that the risk-aware routing problem
in (T4) is equivalent to the constrained convex optimization
problem in (]Zf[) For come common risk measures, the
constraints in (21) are either linear or exponential cone
constraints. See Appendix for details.

IV. NUMERICAL EXPERIMENTS

We demonstrate the proposed routing algorithm using a
case study based on a UAM network in the city of Austin,
illuatrated by Fig. [Tl This network serves the demands of
n. = 46 communities, each corresponding to a zip code
area in the city of Austin. It contains n,, = 17 nodes, each



corresponding to a vertiport; n; = 72 links, each correspond-
ing to a flight corridor; and n,, = 200 candidate routes, each
containing at most five connected flight corridors. We choose
the locations of the nodes to be city centers or subcenters
that are geographically and societally reconfigurable into
vertiports. To simplify air traffic management in UAM,
we deploy the links such that there are no intersections
between different links. We select the 200 routes based on
the public transportation plans and the function of different
communities. We choose the capacities of the vertiports and
flight corridors based on utilization forecast and safety and
noise considerations. We also consider a uniform capacity
reduction of 20% and 40% for all vertiports and flight corri-
dors, which occurs with probability 0.3 and 0.2, respectively.

We aim to route the network flow of vehicles in the Austin
network to fairly serve the demands of all 46 communities
subject to constraints on the coherent risk measures of the
stochastic link and node capacity violation. We illustrate the
routing results obtained by solving optimization (21I) using
the Frank-Wolfe method [21] (terminated after 100 itera-
tions) in Fig. [[]and Fig. 2] We compare them with the results
of maximizing the total community demand served, which is
obtained by solving optimization ZI)) with ¢ (zy) = z}, for
all & € [1,n.]. These results show that optimizing the alpha-
utility function promotes even distribution of the demands
served for different communities.

V. CONCLUSION

We develop a routing algorithm to fairly serve the demands
of multiple communities in UAM subject to risk-aware
constraints. We ensure the fairness of the demands served
for different communities by maximizing the sum of alpha-
utility functions, and the robust satisfaction of stochastic link
and node capacity constraints via bounding the coherent risk
measures of capacity violation. We demonstrate our results
using a UAM network based on the city of Austin.

However, our current results still have several limitations.
For example, the proposed algorithm does not consider
dynamic changes in link and node capacity to time-dependent
noise regulations. For future work, we plan to extend our
results to dynamic routing as well as simultaneous network
design and traffic routing in UAM.

APPENDIX: FUNCTION COMMON RISK MEASURES

We provide some common examples of formulas of the
function gs in Assumption 2] for some common coherent risk
measures, along with its convex conjugate function, which
appears in optimization (21)).

A. Conditional value-at-risk

For conditional value-at-risk, the function g in Assump-
tion [2 takes the following form:

95(q) = ||diag(p)'q|| _ — 1/(1 = 9) (24)

We can show, for any r € RY, that
g5(r) =1/(1—0) +sup r'q— | diag(p) " 'q||
q

=1/(1-0)+ sip rT diag(p)u — ||ul| 25)
1/(1—06), if |[diag(p)r], <1,
00, otherwise.

B. Entropic value-at-risk

For entropic value-at-risk, the function g in Assumption 2]
takes the following form:

SN an(gi/p) +1n(1 - 8), if g€ Ay,

95(a) = 00, otherwise.
(26)
Given r € RY, we have
g5(r) = =In(1 = 8) +supyen, 7'a — X0ty i In(ai/pi)
27

Using the KKT conditions, we can show that the supreme
in is attained if there exists 5 € R such that 0 = r; —
In(q;/p;)—pB—1foralli € [N]and 1 = ¢ 1,. Substituting
these conditions into shows that

gi(r)=—In(1-90)+ In(p" exp(r))

where exp(r) is the elementwise exponential of r. In this
case, one can show that gf(r) is the optimal value of an
exponential cone program. See [22, Sec. 4.1.2] for a related
discussion.

(28)

C. Total variation distance

For the total variance distance [23], the function ¢ in
Assumption [2] takes the following form:

95(q0) = llg — pll; —20. (29)
Given r € RV, we can show that
95(r) =20 +7"p+ sup r'(¢—p) = lla—npl,
26 +r'p, if ||r] <1, (30)
00, otherwise.
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